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Chapter 1 Introduction  

 
In this chapter, we introduce the fundamentals of metal-insulator transition and oxide perovskite 

in the context of rare earth nickelates. A brief review of the underlying physics of structural, 

electronic, and magnetic phase transition has been given. We discuss certain scenarios that make 

nickelates system interesting for the scientific community from a basic physics point of view. This 

has been followed by the motivation and overview of the thesis.
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1.1 Motivation 

 

The metal-insulator transition (MIT) is one of the oldest problems in condensed matter physics but 

still one of the least understood, because of its multi-dimensionality and due to the absence of a 

coherent theory/theories that can explain most of the observations. A number of systems like 

oxides, chalcogenides, and doped semiconductors show MIT [1-10]. Change in externally 

controllable physical parameters like doping, temperature, pressure, strain and magnetic field can 

also lead to MIT in a given material [11-20]. In general, when we talk about MIT, it is classified 

into two broad classes namely correlation driven Mott transition and a disorder driven Anderson 

transition [7-10]. In a correlation driven MIT, the main factor that controls the transition is the 

density of states (DOS) at the Fermi level (EF). In this transition, a correlation gap in DOS at EF 

opens up and such transitions are driven by temperature/pressure. These temperature driven 

transitions are often first order in nature. Another distinct class of MIT occurs in a disorder solid, 

which is known as Anderson transition. In Anderson transition disorder leads to localized states 

although the DOS at the EF remains finite. The mobility edge separates the extended and localized 

states in an Anderson transition. Anderson transition is often tuned by varying disorder or adjusting 

the EF by carrier doping through substitutional doping of one or more constituents. These types of 

MIT are continuous (also called second order phase transition) in nature [9, 12, 21]. 

 

Transition metal oxides (TMO) form a broad class of solids where MIT has been studied 

extensively because of the strong correlations amongst the crystal structure, charge and spin 

degrees of freedom [2-12]. TMO compounds in that context present a rich physics and even the 

ideas like “strong correlations” were developed for the first time from such class of materials. The 

diverse and fascinating properties of the TMO like MIT, ferroelectricity, colossal 

magnetoresistance, spin-orbit coupling, and high-temperature superconductivity makes it a 

versatile system to study basic physics from decades and the interest is still alive [7,8,10]. Most of 

the physical properties in TMO’s can be understood by an itinerant or a localized picture of the 

electrons. This dual behavior of electrons (localized or delocalized) in TMO’s can even lead to a 

jump in conductivity by many orders [3].  

A plethora of  TMO compounds which show MIT, ferroelectricity, colossal magnetoresistance, 

and high temperature superconductivity belong to a class known as oxide perovskite (ABO3), 
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where “A” site cations represent rare-earth ion, “B” site cations represent transition metal ion and 

“O” anions represent oxygen. Most of the underlying physics in such compounds is driven by the 

transition metal ion and by changing the transition metal ion, one can tune the interplay between 

lattice, charge and spin degrees of freedom. Distinct classes of compounds like vanadates, 

titanates, manganites, cobaltates, nickelates, and cuparates show such interplay between lattice, 

charge and spin degrees of freedom [7, 10]. The oxide perovskites thus cover a spectrum of 

physical properties and have been investigated for a long time. The highly susceptible nature of 

perovskite oxides to undergo a structural distortion from the ideal cubic structure makes it an 

important candidate to understand its exotic physical phenomenon [22]. Another important 

parameter is the valence state of the transition metal ions as they are known to exhibit multiple 

valences which essentially change the nature of bonding from being ionic to covalent [10, 23].  

 

As it is emerging in last decade or so that the MIT in these materials has aspects of both Mott 

transition and Anderson transition, so that one has mixed first-order and second-order transitions 

with co-existence of different electronic phases [24-28]. In this thesis, we have chosen the rare 

earth nickelates (RNiO3) which belongs to 3d TMO, to understand MIT in such class of materials. 

We have studied some of the emerging aspects of these phase co-existence which are probed using 

different physical techniques. We have shown that such phase co-existence indeed occurs and may 

lead to electroresistance effect. We have also investigated the nature of the temperature driven 

transition that has been tuned with isovalent substitutional doping and disorder induced by swift 

heavy ions of inert gases. We have further investigated whether co-existence leads to the 

development of correlated fluctuations. A description of these results has been given in the later 

section of this chapter. 

 

1.2 Introduction to perovskites 

 

The first perovskite structure, calcium titanate (CaTiO3) was discovered in 1839, in the Ural 

Mountains. The structural analysis shows the titanium ions are surrounded by six oxygen anions 

and forms octahedra [29, 30]. The calcium ion occupies the space between the octahedra and forms 

a crystal structure. In general, there are many compounds which follow a similar structure and are 

termed as perovskite with general formula ABX3. When A-site cations are replaced by rare earth 
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ion, B site cations are replaced by transition metal ion and X anions are replaced by oxygen, the 

structure is known as TMO perovskite and also known as oxide perovskite [4, 31, 32]. In most of 

the oxide perovskite (hereafter we will use the word oxides for “oxide perovskites”), the structural 

distortion is primarily decided by A cations while the valence state of  B cations play an important 

role in deciding the underlying physics i.e. electronic, magnetic and structural properties.  

 

In the crystal structure of ABO3 compounds, the rare earth cations A sits at the body center and B 

sits at the corner of the unit cell and is surrounded by six oxygen anion which forms octahedra. 

Together this arrangement in a periodic manner leads to a crystal structure.  The schematic of an 

ideal cubic structure is shown in Figure 1(a). The A-site cations are twelve fold coordinated with 

oxygen anions and B site cations are six fold coordinated with oxygen anions. The BO6 octahedra 

are a functional and fundamental unit for the ABO3 structure. Looking into the crystal structure of 

an ideal cubic structure like strontium titanate (SrTiO3), the Ti-O-Ti bond angle is almost 1800. 

However, in most of the cases, this doesn’t hold good and the structure suffers from distortion due 

to a large mismatch in the ionic radius of A and B site cations which leads to a change in the B-O-

B (also called superexchange angle) bond angle. In total there exist six B-O-B bond angles in an 

octahedron, the weighted average of two B-Oapical-B and four B-Obasal-B bond angles are often used 

to quantify the distortion of the crystal structure from the ideal cubic structure [5]. Figure 1(b) 

shows a distorted cubic structure (orthorhombic) and the deviation in superexchange angle from 

1800 is shown in Figure 1(f). 

Ideally, the lattice constant (𝑎) and ionic radii of A-site cations (𝑟𝑎), B site cations (𝑟𝑏) and oxygen 

anions (𝑟𝑜) for a cubic structure should satisfy the criteria: 𝑎 = 2(𝑟𝑜 + 𝑟𝑏) =√2 (𝑟𝑜 + 𝑟𝑎) . Any 

deviation from this equality can be estimated by Goldschmidt tolerance factor defined as  𝑡 =

 
(𝑟𝑜+𝑟𝑎)

√2 (𝑟𝑜+𝑟𝐵)
 . Most of the compounds are cubic in the range  0.9 < 𝑡 < 1 and may relax to a 

rhombohedral symmetry. For, 0.9 ≤  𝑡, the structure, in general, adopts an orthorhombic or 

rhombohedral symmetry. Figure 1.1 (b) represents the lattice parameters and corresponding angles 

for cubic, rhombohedral, orthorhombic and monoclinic unit cells. (Note: The calculation of 

tolerance factor assumes the ionic nature of the chemical bond, in actual practice, this may not be 

always true. As a result of different nature of bonding this can only give a rough estimation 

(especially RNiO3 is interpreted as a mixed bonding character)) of the distortion. In Figure 1.1 (a) 
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and (b) we show a cubic structure and the lattice parameters of its distorted counterpart 

respectively. 

 

Figure 1 (a) and (b) Ideal cubic structure and distorted orthorhombic structure of ABO3 compound 

respectively, (c) Representation of BO6 octahedra with crystallographic axes according to Glazer 

notation, (d) top view of BO6 octahedra of an ideal cubic structure and (e) top view of BO6 

octahedra in  distorted orthorhombic structure in Glazer notation. (f) Deviation of B-O-B bond 

angle (superexchange angle) from 1800  [Image is taken from reference 5 with author 

permission]. 

In crystallographic notation, all the structural distortions are accompanied by either rotation of 

octahedra or tilting of octahedra. In Figure 1 (a) and (b) we show the structure of an ideal cubic 

structure and distorted orthorhombic structure of ABO3 compound. The first notation to represent 

such rotation or tilt of octahedra was given by Glazer and known as Glazer notation [33, 34]. In 

Glazer notation, a, b, and c represent the crystallographic direction while the superscript represents 

the direction of the rotation for octahedra. The Glazer notation a0a0a0 for an ideal cubic structure 

represents that there is no rotation of octahedra in all the directions. Further, an orthorhombic 

structure (Pbnm space group) has a Glazer notation a-a-c+ which represents an out of phase rotation 

of equal magnitude along the x and y-axis while an in-phase rotation of the octahedra along the z-
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axis [29, 33]. Figure 1(d) and (e) show the top view of BO6 octahedra in Glazer notation for an 

ideal cubic structure and distorted orthorhombic structure respectively. 

For 𝑡 ≥ 1, the structure undergoes a polar distortion and may lead to a ferroelectric structural 

distortion; further increasing the 𝑡 leads to a hexagonal polymorph. In actual cases, the structure 

can be distorted due to several factors like strain, pressure, temperature, ionic radii mismatch of A 

and B site cations, ionic radii mismatch of A-site cations for two or more cations (cationic disorder) 

and Jahn-Teller (JT) distortion [38-50].  

 

Figure 1.1 (a) Ideal cubic structure of ABO3 compounds and (b) Representation of cubic, 

orthorhombic, rhombohedral, and monoclinic unit cells along with the lattice parameters [Image 

is taken from reference [13]]. 

As discussed above the cationic radius < 𝑟𝑎 > plays an important role in the physical properties 

of the oxides. When two or more cations sit at the same site, due to a mismatch in the ionic radius 

of this random substitution a disorder is induced in the crystal and is known as a cationic disorder. 

If two cations sit at the A site, the cationic disorder, in this case, can be quantified by the radius 

distribution of A-site cations variance (𝜎2). The relation is given below as: 

                                               𝜎2 =  ∑ (𝑥𝑖𝑟𝑎𝑖
2

𝑖 ) - < 𝑟𝑎 >2                              (1) 
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where  < 𝑟𝑎 > =  ∑ (𝑥𝑖𝑟𝑎𝑖𝑖 ) is the average radii of the ith ion with a fractional doping xi and 𝑟𝑎𝑖  

represent the ionic radii of random ion sits at the A site. For Nd1-xLaxNiO3 the average radii can be 

expressed as: 

                                               < 𝑟𝑎 >= (1 − x)𝑟𝑁𝑑 
3+ + x𝑟𝐿𝑎 

3+                           (1.1) 

The term “chemical pressure” has been widely used in the literature when ‘A’ site cations have the 

same valence but different ionic radii. In that case, by isovalent substitution one can really change 

the chemical pressure in the crystal structure. In the later section, we will discuss how these 

properties affect the electronic structure of a material. 

1.3 Metal Insulator Transition 

 

The ideal definition of metal and insulator is 𝜎 ≠ 0 and 𝜎 = 0  respectively as T→ 0 K, where 𝜎 

represents electrical conductivity. If we look into the Einstein relation (𝜎 = 𝑒2𝑁(𝐸𝐹)𝐷, where e 

is an electronic charge, 𝑁(𝐸𝐹) is DOS at EF and D is the diffusion coefficient) for diffusive 

transport. We can get an insulator in two ways either with having D = 0 or 𝑁(𝐸𝐹) = 0 [7, 10]. In 

the subsections below, we will discuss how one can get a transition from metal to insulator and 

vice-versa. In particular, we will discuss Mott and Anderson transition in this context as other 

MIT’s are out of the scope of this thesis. 

 

1.3.1 Mott Transition 

 

The band theory was considered to be the most successful quantum theory for solids that explained 

most of the electronic transport in the metals, semiconductors, and insulators. However, it failed 

for compounds like nickel oxide (NiO). According to the band theory due to the presence of a half-

filled band, cubic NiO should exhibit a metallic character. However, cubic NiO has been reported 

as an insulator along with other TMO like cobalt oxide (CoO) (in 1937) by Verwey. The first 

insight to explain the insulating nature in such compounds was given by Peierls. Later, Mott 

explained how electron-electron interaction in some compounds can lead to an insulating state [7-

10, 51].  

In the model, Mott suggested that when a single electron is sitting at a lattice site, in the absence 

of electron-electron interaction they will form a half-filled band and when two electrons with 
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opposite spins sit at the same site the band will be full. However in presence of electron-electron 

interaction (U), for a filled band where two electrons with opposite spins are sitting at the same 

site, the energy cost (U) to keep two electrons at the same site can split the band into a lower band 

of single occupied sites and an upper band with double occupied sites. The system would be a 

“Mott insulator” when a lower band with the single occupied site is filled while the upper band 

with double occupancy is empty. In Figure 1.2 (I) and (II) we show the schematic of Mott idea to 

understand the splitting of bands. As shown for a non-interacting picture, (Figure 1.2 (I)) all the 

lattice sites carry one electron each and electrons hopping can take place from one site to another 

with a transition probability t. In the presence of interaction, the energy gained by hopping can be 

compensated by U which leads to splitting of the band (Figure 1.2 (III)). The system would be 

insulating if there is a gap associated with it. The first theoretical model was introduced by 

Hubbard in this context after implementing Mott’s idea to explain the insulating state. According 

to the Hubbard model, the Hamiltonian for such systems can be written as:   

 

                    𝐻 =  −𝑡 ∑ 𝑐𝑖,𝜎
† 𝑐𝑗,𝜎<𝑖,𝑗>𝜎 + 𝑈 ∑ 𝑛𝑖↑𝑛𝑖↓𝑖                         (1.2)           

 

where t is hopping integral and represents kinetic energy term, U is the onsite Coulomb potential 

due to electron-electron interaction and n is number operator. The split energy bands were 

represented as Lower Hubbard Band (LHB) and Upper Hubbard Band (UHB). 

The competition between U, B (bandwidth of d band before splitting), and t decides the nature of 

the electronic state of the specimens. For one dimension, the hopping integral t will result in a 

single band of bandwidth, B = 2zt, where z is coordination number and t is hopping probability. 

For U/B << 1 the kinetic energy term dominates and the system is metallic, for U/B >> 1 the onsite 

coulomb energy dominates and drives the system to an insulating state. Thus tuning the U/B ratio 

can drive a system from metallic to insulating regime, such transitions are referred as “Mott-

Hubbard” transition and the tuning of U/B can be done in a number of ways like strain, isovalent 

substitution, pressure, and carrier doping, etc. Further, it has been observed that the bandgap also 

depends on the type of ligand attached to the transition metal ion like Ni, Co, and Cu [23]. 
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Figure 1.2   The model for non-interacting and interacting picture of electrons per lattice site (I) 

The arrangement of electrons per lattice site; no spin ordering has considered here (II) Electron 

hopping from one lattice site to another with transition probability t and (III) Splitting of bands 

due to onsite coulomb repulsion U leads to a splitting of band [Image adapted from reference 23 

and modified]. 

In such cases, along with the onsite coulomb repulsion, the hybridization between transition metal 

ion and ligand plays an important role to understand the electronic properties. This idea was 

adopted by Zaanen, Sawatzky, and Allen (ZSA), they suggested for a strong hybridization between 

a transition metal ion d orbital and ligand p orbital, the hopping term tpd, and charge transfer energy 

∆ decide the bandwidth of transition metal ion [53]. In Figure 1.3 (a) we show that when ∆ > U it 

follows the Mott Hubbard picture and in that case p-band lies below the LHB while in the limit ∆ 

< U the gap opens up between UHB and ligand p-band since the LHB lies below ligand p-band; 

such insulators are named as charge transfer insulator as shown in Figure 1.3 (b). The cuprates and 

nickelates belong to such class of materials under this scheme [53].  
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Figure 1.3 (a) Band diagram for Mott-Hubbard insulator and (b) Charge transfer insulator. U and 

∆ represent onsite coulomb repulsion and charge transfer energy (𝜖𝑑 − 𝜖𝑝) respectively. 

Apart from the insulating state, such transition also leads to the emergence of highly correlated 

metallic phases which leads to a huge enhancement in the effective mass [13]. The description of 

such metallic phases has been given under Fermi liquid theory and a T2 dependence of the 

resistivity occurs [47].  In Fermi liquid description the excitations of such interacting systems are 

known as quasiparticles and their lifetime is given as: 

                                                        
1

𝜏𝑒𝑒
≈  

𝜋

ℎ
𝑉2𝑁𝑓

2𝐸2                                                 (1.3) 

, where h is Planck's constant, V is interaction potential, Nf is DOS at Fermi surface and E is 

quasiparticles energy. Thus the T2 dependence of resistivity is always considered as a signature 

for Fermi liquids, however, this may not be always correct [47]. 
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1.3.2 Anderson Transition 

There exist another class of insulators where the disorder can disrupt the local periodicity of the 

crystal. Such disorder/imperfection in the crystal may come from vacancies, defects, and 

impurities, etc. which can lead to strong scattering of electrons and hence give rise to an insulating 

state. One should always remember that the idea of Mott and band insulator assumes a perfect 

crystal and a long-range periodicity of the crystal.  It was pointed out by P. W. Anderson in 1958 

that in presence of strong disorder (random potential (V0)) the diffusion can vanish for a wave 

propagating in a random potential, the wave function changes dramatically and becomes localized. 

On the other hand for a weak disorder even if there is a scattering of Bloch waves from the disorder 

solid, the wave function remains extended even after losing phase coherence [12, 13].  

In Figure 1.4 (a) and (b), we show that for a weak disorder the wavefunction remains extended 

while the wave function decays exponentially for the strong disorder. The decay of the envelope 

of the wavefunction at 𝑟0 in space can be written as (𝛹(𝑥0))~ exp|𝑟 − 𝑟0| /𝜉  , where 𝜉  is 

localization length. The electrons in such localized states can’t move and are bound to the vicinity 

of their positions. It is important to note that the Anderson transition has the only scale of 

conductivity, there is no band gap present in an Anderson insulator. However, in the presence of 

electron-electron correlation, one can have a correlation gap as seen in many oxides [53].  

As shown in Figure 1.4 (c), DOS itself shows no gap and the energy spectrum is continuous. If the 

EF lies in the white region the system is metallic but there are the shaded region where the mobility 

is zero, if EF lies in such regions the system would show insulating behavior.  The boundary of the 

white and shaded region is called mobility edge and system can undergo an MIT if EF crosses the 

mobility edge from either side [10], such transitions are called “Mott-Anderson” transition.  

Nevertheless, real materials exhibit much more complex behavior, in that context, it is difficult to 

explain the nature of the insulating state when both correlation and disorder are present. In table 

1, we show the key difference between Mott and Anderson transition. 

 



Chapter 1: Introduction 

12 
 

 

Figure 1.4 (a) The extended state wave function with mean free path length l, (b) The localized 

state wavefunction decays exponentially over a length scale 𝜉 known as localization length and 

(c) DOS in a continuous energy spectrum where white region shows the delocalized state and 

shaded region shows a localized state with zero mobility (µ). The boundary between them is 

known as the mobility edge [Images (a) and (b) are taken from reference [12] with journal 

permission and (c) taken from reference [10]]. 

For the strongly localized regime where the thermal activation is absent, the transport at low 

temperature is governed by the hopping of electrons from one localized state to other localized 

states and is known as variable range hopping (VRH).  The conductivity then follows a power-law 

behavior: 

σ =  σ0exp(− (
T0

T
)

n

)                     (1.4) 

where n depends on the dimension of the system and T0 is characteristic temperature [54]. In 

presence of disorder as well as correlation, n is ½.   
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Table 1 Key difference between a Mott and Anderson transition 

Mott Transition Anderson Transition 

 Correlation (U) plays an important 

role. 

  Many-electron problem. 

 First-order phase transition when 

tuned by parameters like pressure or 

temperature. 

 May lead to a change in symmetry. 

 Disorder (V0) plays an important 

role. 

 Single-electron problem. 

 Continuous transition (Second-

order). 

 No change in the symmetry occurs 

truly at T= 0 K and cannot be tuned 

by changing T. The only scale is the 

scale of conductivity. 

 

After a brief overview and some basic knowledge about crystal structure, and electronic properties 

in the context of MIT, the following section is devoted to the discussion of experimental 

observations and theoretical predictions in the context of RNiO3; which is the key material that 

has been investigated in the thesis.  

1.4 Rare Earth Nickelates (RNiO3) 

 

The material was first synthesized in 1971 and was almost forgotten for 20 years [35]. Later, the 

discovery of high-temperature superconductivity motivated the scientific community to revisit the 

electronic, structural, and magnetic properties of RNiO3. Earlier results on the bulk RNiO3 by 

Torrance and co-workers showed an absence of superconductivity, however, some fascinating 

properties like temperature dependent MIT were observed. Further, the observed MIT can be tuned 

by the size of rare-earth ion and pressure [35-40]. It has been shown that all the nickelates except 

LaNiO3 show a temperature-dependent MIT. It was also found that MIT in RNiO3 has a structural 

basis with a magnetic transition. 

1.4.1 Structural, Electronic and Magnetic Properties of Bulk RNiO3 

 

Most of the work in the late 90’s was carried out in the bulk samples. As the idea of thin films was 

not developed that much in the context of complex oxide, which requires high oxygen pressure to 



Chapter 1: Introduction 

14 
 

stabilize the valence state of transition metal ion in RNiO3. The difficulty in the synthesis of RNiO3 

single crystals arises due to poor stability of Ni3+ at ambient pressure and high temperature [55-

57]. Later on, some chemical routes have been adopted to synthesize polycrystalline RNiO3 bulk 

samples at ambient oxygen pressure and low temperature. The electronic properties and transport 

measurements show that the metal-insulator transition temperature (TMI) can be tuned by changing 

rare earth size as well as pressure. Further, it was observed that along with MIT, RNiO3 undergo 

a structural transition also.  

The observed structural properties of the RNiO3 with smaller rare-earth ions like Ho, Y, and Er 

shows a transition from high temperature orthorhombic to low-temperature monoclinic phase 

while the structural transition was absent in the earlier X-ray diffraction (XRD) and neutron 

diffraction study for rare earth ions of large sizes like NdNiO3, PrNiO3, and other compounds. The 

observation of low temperature monoclinic phase from Raman study leads to the argument that 

the monoclinic phase is too small to be picked up by XRD for large size rare earth ions [58]. Using 

synchrotron XRD, Garcia and co-workers later showed a transition from high temperature 

orthorhombic phase to low temperature monoclinic phase for NdNiO3 also [59].  

 

 

 

 

 

 

 

 

 

Figure 1.5   The phase diagram of the rare earth nickelates (RNiO3) [Image is taken from reference 

5 with author’s permission]. 
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All the RNiO3 members except LaNiO3 exhibit a transition from high temperature orthorhombic 

(Pbnm) structure to a low temperature monoclinic (P21/n) structure. The metallic LaNiO3 is 

rhombohedral (R3C) throughout the entire temperature range as shown in the phase diagram of 

RNiO3. The phase diagram also suggests that TMI can be tuned continuously from 600 K (LuNiO3) 

to 120 K (PrNiO3) by mixing two rare earth ions according to Vegard's rule [60]. In Figure 1.5 we 

show the phase diagram of RNiO3. 

As mentioned in the previous paragraph along with the structural change, the RNiO3 undergo a 

magnetic phase transition from high temperature paramagnetic (PM) phase to low temperature 

antiferromagnetic (AFM) phase as shown in Figure 1.5. The phase diagram of the material with 

ions of different ionic radii at the R site also has an impact on the spin order. For instance, when 

the ionic radius is relatively larger like ionic radii of Pr and Nd, it shows AFM ordering (↑↑↓↓) of 

nickel moments along with the MIT. For R ions with lower ionic radii, the AFM transition gets 

de-coupled from the MIT and the Neel Temperature TN < TMI (Figure 1.5 and  1.6). This suggested 

that the insulating state in RNiO3 can’t arise because of the AFM ordering of nickel moments [61-

63]. The transition for smaller rare-earth ions goes from PM metallic phase to PM insulating phase 

and finally AFM insulating phase with E’ AFM ordering of spins defined by wave vector (
1

2
, 0,

1

2
 ) 

in orthorhombic notation. This type of transition for smaller rare earth sizes is continuous in nature 

(Figure 1.6). 

 

Figure 1.6 First-order nature of the magnetic transition for R = Pr and Nd and, a continuous 

transition for R  = Sm and Eu [Image is taken from reference 62 and used with journals 

permission]. 
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1.4.2 Thin films of RNiO3 

 

Due to the difficulty in the synthesis of RNiO3 single crystals as well as bulk samples for smaller 

size rare-earth ions, which demands high pressure and temperature, in absence of such high-

pressure annealing (200 bar) the closest system to study the physical properties are thin films. The 

availability of growth techniques like Off-axis sputtering, Molecular beam epitaxy (MBE), Laser 

MBE/Pulsed laser deposition (PLD) leads to high-quality films, which allows one to control the 

sensitive parameters like strain, thickness and heterostructure also [5]. The epitaxial stabilization 

in the thin films due to the lattice mismatch between film and substrate leads to an additional 

energy scale in the free energy and hence breaks the threshold for annealing in high oxygen 

pressure [15]. Transport measurements on RNiO3 film show that the TMI can be strongly tuned by 

a number of physical parameters like substrate-induced strain (by growing it on different substrates 

as shown in Figure 1.7 ), lattice symmetry, carrier doping, thickness, and oxygen vacancies, etc. 

[64-69]. Due to the degree of epitaxial strain, even the Neel temperature (TN) can be modified 

strongly.  

 

Figure 1.7 Resistivity ( ρ) as a function of temperature T for NdNiO3 films grown on LaAlO3 (LAO), 

SrTiO3 (STO), and NdGaO3 (NGO) single crystal substrates of (100) orientation.  
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Table 1.1 Factors affecting the TMI in NdNiO3 films: A survey of past studies 

Controlling 

Parameters 

Conclusion Reference 

Strain and Thickness Compressive strain stabilizes metallic state while 

tensile strain stabilizes the insulating state. 

Reducing thickness lowers the TMI. 

Phys. Rev. B 62, 15 

(2000)  

Field Controlled Strain Lowering of TMI by 3.3 K due to field-effect 

compressive strain of 0.25 % produced by PMN-PT 

substrate. 

Sci. Rep. 6, 22228; 

(2016) 

Growth Pressure Lower growth pressure results in a large 

compressive strain and hence suppress the TMI 

Appl. Phys. Lett. 

106, 092104 (2015) 

Disorder creates by 

swift heavy ions 

Irradiation by 200 MeV Ag+ ions induce the stress 

in NdNiO3 films and suppress the TMI. 

J. Appl. Phys. 112, 

073718 (2012) 

Strain due to NdNiO3 

film and substrate 

lattice mismatch 

Compressive strain suppresses the TMI and tensile 

strain incite the TMI. 

J. Appl. Phys. 114, 

243713 (2013) 

Anisotropic strain   The different orientation of NGO viz. (100), (001) 

and (110) used for the film growth changes the TMI 

by nearly 120 K. 

Appl. Phys. Lett.  

103, 172110 (2013) 

Strain and thickness Cross over from non-fermi liquid to Fermi liquid 

phase. Predictive criteria for Anderson localization. 

Sci. Adv. 2015; 

1:e1500797 

Lattice symmetry In the tensile strained film, along with MIT, 

symmetry lowering structural change occurs, while 

this change is absent in the compressively strained 

film. 

Sci. Rep. 6, 23652 

(2016) 

Substrate orientation The TMI occurs at 335 K by using NGO (111)pc 

substrate for the growth due to modification of 

octahedral tilt at the interface. 

APL Mat. 3, 062506 

(2015) 
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To summarize, the change in the size of the rare-earth ions, strain, pressure, and doping essentially 

change the superexchange angle (Ni-O-Ni bond angle) which controls the following physical 

properties:   

 The electronic bandwidth of the bands. 

 Magnetic ground state. 

 Madelung Potential (The most dominating energy scale exists in a bandgap) [15]. 

 

1.4.3 Understanding of MIT in RNiO3 

 

In a completely ionic picture, the ground state electronic configuration of Ni3+ in RNiO3 is d7. 

Considering the effect of crystal field the Ni3+ is considered to be in a low spin state with six 

electrons in the t2g manifold and one electron in the eg manifold. According to such electron 

distribution of Ni3+ in t2g and eg manifold, the Ni3+ is a Jahn-Teller (JT) active ion [23]. The half-

filled eg manifold at room temperature gives rise to a metallic state and RNiO3 is expected to 

undergo a Jahn-Teller distortion to lift the degeneracy. Such uplifting of degeneracy is seen for 

RNiO3, with smaller rare-earth ions. Surprisingly JT distortion has not been observed for NdNiO3 

and PrNiO3 due to their large bandwidth [70-75]. However, it has been observed that the insulating 

state and symmetry lowering is accompanied by the breathing mode distortion of NiO6 octahedra 

which gives rise to the two inequivalent bond length of NiO in the system and hence two different 

NiO6 octahedra with a small difference in volume. 

To understand these observations, there are various experimental and theoretical reports which 

exist in the literature are quite debatable. We will highlight a few of them in this section. As 

mentioned earlier, the d7 configuration of Ni3+ makes it a JT active ion. Further, no more signature 

of orbital ordering was present. The famous ZSA diagram puts RNiO3 at the boundary between 

low ∆ metals and charge transfer insulator, thus suggesting bad metallic nature of RNiO3 [52]. The 

isotope experiments done by Medarde and co-workers on RNiO3 suggested that electrons and 

lattice interactions play an important role (other than bandwidth) and should be taken into account 

in understanding MIT in Nickelates [40]. Later Ramanathan and co-workers confirm this 

hypothesis by infrared spectroscopy experiments that show the shifting of spectral weight over an 

energy scale due to the interaction between electron and lattice [75].  
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Figure 1.8 Breathing mode distortion of NiO6 octahedra, the circle represents Ni atom and lobes 

represent oxygen p orbital. The white portion of lobes show hole in the p orbital. 

 

Theoretical prediction by Khomski and Mazine suggested charge disproportion 2 Ni3+  →   

Ni3+δ + Ni3-δ at Ni site are responsible for the charge ordering in nickelates [73]. The picture given 

by Khomski and co-workers (2d7 →  d8 + d6) suggest a transfer of an electron from one Ni site to 

other Ni site leads to a charge disproportion that gives rise to an insulating state [73]. 

Experimentally observed value for δ was found to be ~ 0.2e, where e is electronic charge [74]. 

Further claims by Millis et. al shows there is no charge ordering in RNiO3, the presence of holes 

in the oxygen leads to an asymmetrical coupling of oxygen (shown in Figure 1.8) and results in a 

bond disproportion given as [74] 

                                           (dn+1L)i + (dn+1L)j → (dn+1L2)i + (dn+1)j                 (1.5) 

where i and j represent two different Ni sites and L represents a hole in oxygen. Similar predictions 

were made by Green and co-workers (as shown in Figure 1.9). The dn+1L2 represent smaller 

octahedra and dn+1 represents bigger octahedra [76]. Further, new theories and new observations 

are always evolving to understand MIT in RNiO3 [77, 78]. So far the work carried by Millis and 

Green is considered to be the most successful phenomenon to understand the insulating state of 

RNiO3. Nevertheless, the exact interpretation of the insulating state is still debatable.  
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Figure 1.9 (a) Checkerboard arrangement of NiO6 octahedra, (b) and (c) representation of two 

inequivalent nickel sites in NiO6 octahedra representation [Image is taken from reference 76 and 

used with journals permission]. 

 

Interestingly the metallic state of the RNiO3 shows a departure from the classical Boltzmann law 

and the resistivity power-law follows a T2 or T5/3 behavior. Mikheev et.al shows that depending 

on the nature of epitaxial strain the temperature exponent can be changed from 5/3 to 2 [67]. Unlike 

conventional metals where the T2 term is suppressed due to electron-phonon scattering at high 

temperature, the T2 or T5/3 term in resistivity along with, saturation resistance fairly explains the 

metallic behavior in nickelates till high temperature. The RNiO3 thus follows a two channel 

resistivity model: 

                                                       
1

𝜌
=  

1

𝜌𝑖𝑑𝑒𝑎𝑙
 + 

1

𝜌𝑠𝑎𝑡
                              (1.6) 

 

 Where 𝜌𝑖𝑑𝑒𝑎𝑙 = 𝜌0 + 𝐵Tm.  𝜌𝑠𝑎𝑡 is a parallel high resistance when resistivity approaches the 

Mott-Ioffe-Regel (MIR) limit and involves a cutoff time for the electrons scattering. The exponent 

𝑚 = 2  and 5/3 shows a Fermi Liquid (FL) and a Non-Fermi Liquid (NFL) behavior respectively. 

The saturation resistivity further depends on the epitaxial strain and is insensitive to disorder [47, 

67]. However, the exact origin of such fractional exponent is still not well understood. 
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1.5 Overview of the thesis 

 

In this thesis, we have looked into some of the basic physics issues that are related to phase co-

existence and also the presence of disorder in a correlation driven the transition. We have 

investigated the nature of MIT in NdNiO3 and Nd0.7La0.3NiO3 thin films. In the case of 

Nd0.7La0.3NiO3, the substitution of Nd at La site leads to a situation where the MIT as seen in 

NdNiO3 is gradually suppressed. We have studied that how the nature of transition can be tuned 

by external stimuli like substrate-induced strain, lattice symmetry, electric field and disorder that 

have been produced by swift heavy ion irradiation that does not change the stoichiometry of the 

sample. Further, we show how the correlated fluctuations are observed near MIT. This dissertation 

used a combination of experimental techniques like temperature dependent electrical resistance 

(conductance) measurement in the range 300 mK to 300 K (wherever needed), 

magnetoconductance measurements, temperature dependent Scanning tunneling microscopy and 

spectroscopy (STM/STS), 1/f noise spectroscopy as well as impedance spectroscopy. The 

experiments were carried out in the thin films grown by Pulsed laser deposition (PLD) on single 

crystalline substrates of LaAlO3, SrTiO3, and NdGaO3. 

 

Specifically, we have addressed the following issues: 

 

(I) We have observed the phase co-existence near MIT for a compressively strained NdNiO3 

film. We have shown that the observed phase co-existence is dynamic in nature. The STS 

results reveal that the DOS changes dramatically near the transition. The two co-existing 

phases have different types of DOS at the EF. One phase showed a depleted DOS close 

to EF with a small yet finite correlation gap (~ 18 meV) while the other co-existing phase 

showed a metal like DOS that has no depletion. The co-existence of the two phases leads 

to a jump in the resistance fluctuation (as seen through 1/f noise spectroscopy) at the 

transition. This has also been corroborated by the Impedance spectroscopy (IS) that shows 

a broad hump in the capacitance at the transition region. This investigation adds a new 

dimension to the field of strongly correlated systems and shows that the opening up of 

depletion in DOS at EF has a spatial dependence that can co-exist with a normal 

conducting phase that shows a parabolic dependence of dI/dV.  
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(II) We also show how factors like biaxial strain, substrate symmetry, and substitutional 

disorder (induced by isovalent substitution of larger La ions in place of smaller Nd ions) 

plays important role in the transport properties and can change the nature of MIT. The 

combination of these factors makes substituted nickelates (Nd0.7La0.3NiO3) undergo a 

continuous transition as seen in systems undergoing disorder/composition driven 

Anderson transition. We establish a cross-over from a Positive Temperature Coefficient 

(PTC) resistance regime to Negative Temperature Coefficient (NTC) resistance regime 

does not necessarily constitute an MIT since the extrapolated conductivity at zero 

temperature (lim
T→0

σ = σ0) though small is finite, which shows a signature of the bad 

metallic state as well as an absence of an activated transport. 

(III) Application of a bias current (and hence field) leads to suppression of the electrical 

resistance of the insulating state in NdNiO3 films thus leading to large electroresistance. 

The resistivity measurement at different currents shows suppression of resistivity by 

nearly an order without affecting the metal-insulator transition temperature. To rule out 

the possibility of Joule heating as a cause of electroresistance, we have performed current-

induced resistivity switching measurement with low duty cycle. The continuous I-V and 

pulsed I-V measurement show absence of Joule heating contribution below a critical 

current/power dissipation. Thermal modelling shows that even at highest current bias, the 

maximum temperature rise is nearly 12 K, which is insufficient for such a change in 

resistivity by nearly an order. The results thus suggested that the observed effects are due 

to the intrinsic electroresistance effect in the NdNiO3 film. We discuss a certain scenario 

like the phase co-existence of the high temperature metallic and low temperature 

insulating filaments that may lead to this observation. 

 

(IV) Presence of disorder in a system undergoing a correlation driven transition is a topic of 

considerable current interest.  We showed that the introduction of disorder in a controlled 

way using swift heavy ion interaction suppresses the correlation driven MIT and makes 

the system looks like a heavily disordered metal governed by weak localization. The 

disorder (atomic displacement up to 2% of the total atoms) in the NdNiO3 films was 

created using 1 MeV Ar4+ ion irradiation. The extent of disorder was varied by different 
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irradiation time. We show, that the pristine film shows an MIT at 180 K and consistent 

with the Mott type behavior of the MIT. At low temperature, such a film shows Variable 

Range Hopping (VRH) with conductivity σ→0 at T=0. For disorder, up to 1% of 

displaced atoms or lower the insulating state is suppressed and the system shows a weak 

localization behavior with σ≠0 at T=0. Supporting evidence from Raman spectroscopy as 

well as X-Ray studies show that these effects of Anderson transition and proximity to a 

disordered metallic state persist till the basic integrity of the NiO6 octahedra is preserved. 

 

We have arranged the thesis in the following chapters: 

Chapter 1: Introduction 

Chapter 2: Sample preparation, characterization, and measurement techniques 

Chapter 3: Phase co-existence near the metal insulator transition 

Chapter 4: Continuous transition from weak localized regime to a strongly localized regime in 

Nd0.7La0.3NiO3 films 

Chapter 5: Electroresistance in NdNiO3 films  

Chapter 6: Disorder induced signature of Anderson transition in a Mott system  

Chapter 7: Conclusion and Future directions 

Appendix A: Low-temperature structural studies of Nd0.7La0.3NiO3 nanoparticles  

Appendix B: Reciprocal space mapping data for different nickelates films 

Appendix C: Resistance as a function of current for NdNiO3 film grown on SrTiO3 (100) 

substrate 

 

 

 

 

 



Chapter 1: Introduction 

24 
 

          Bibliography for Chapter 1 

1. J. B. Torrance, P. Lacorre, A. I. Nazzal, E. J. Ansaldo, and Ch. Niedermayer, Phys. Rev. B 

45, 8209 (1992). 

2. Arnulf Möbius, Critical Reviews in Solid State and Materials Sciences 0,1-55 (2017). 

3. A. K. Raychaudhuri, Adv. Phys. 44, 21 (2006). 

4. G. Catalan, Phase Trans. 81, 729, (2008). 

5. S. Catalano, M. Gibert, J. Fowlie, J. Íñiguez, J. M. Triscone, and J. Kreise, Rep. Prog. 

Phys. 81, 046501, (2018). 

6. W. Yamaguchi, O. Shiino, T. Endo, K. Kitazawa, and T. Hasegawa, Appl. Phys. Lett. 76, 

517 (2000). 

7. N. F. Mott, Metal-Insulator Transition. Taylor & Francis, London (1990). 

8. M. Imada, A. Fujimori, and Y. Tokura, Metal-insulator transitions,   Rev. Mod. Phys. 70, 

1039 (1998).    

9. V.F. Gantmakher, Electrons and Disorder in Solids Clarendon Press Oxford (2005). 

10. Daniel I. Khomskii, Transition Metal Compounds, Cambridge university press 

11. G. Catalan, Progress in perovskite nickelate research, Phase Trans. 81, 729-749, (2008). 

12. P. A. Lee and T. V.  Ramakrishnan, Rev. Mod. Phys.57 287 (1985). 

13. R Scherwitzl, Metal-insulator transitions in nickelate heterostructures, Ph.D. thesis, 

University of Geneva (2012). 

14. M. L. Medarde, J. Phys.: Condens. Matter 9 1679 (1997). 

15. S. Middey, J. Chakhalian, P. Mahadevan, J. W. Freeland, A. J. Millis  and D. D. Sarma, 

Annual Review of Materials Research vol 46, ed D R Clarke (2016) 

16. N. Gayathri, A. K. Raychaudhuri, X. Q. Xu, J. L. Peng, and R. L. Greene, J. Phys. Condens. 

Matter 10, 1323 (1998). 

17. G. Catalan, R. M. Bowman, and J. M. Gregg, Metal-insulator transitions in NdNiO3 thin 

films,  Phys. Rev. B 62, 7892 (2000). 

18. E. Mikheev, A. J. Hauser, B. Himmetoglu, N. E. Moreno, A. Janotti, C. G. Van de Walle 

and S. Stemmer, Sci. Adv. 10, 1500797 (2015). 

19. S. Heo, C. Oh, M. J. Eom, J. S. Kim, J. Ryu, J. Son, and H. M. Jang, Sci. Rep. 6, 22228 

(2016). 



Chapter 1: Introduction 

25 
 

20. Y. Kumar, R. J. Choudhary, and R. Kumar, J. Appl. Phys. 112, 073718 (2012). 

21. A. K. Raychaudhuri, K. F. Rajeev,  H. Srikanth, and N. Gayathri, Phys. Rev. B  51, 12 

(1995). 

22. Jian Liu Mott Transition and Electronic Structure in Complex Oxide Heterostructures 

Ph.D. thesis, University of Arkansas, Fayetteville (2012). 

23.  Sagar Sarkar, Role of structure in determining the properties of transition metal/post-

transition metal compounds, Ph.D. thesis, University of Calcutta, India (2018). 

24. E. J. Moon, B. A. Gray, M. Kareev, J. Liu, S. G. Altendorf, F. Strigari, L. H. Tjeng, J. W. 

Freeland, and J. Chakhalian, New J  Phys 13 073037 (2011). 

25. R. S. Bisht, S. Samanta, and A. K. Raychaudhuri, Phys. Rev. B 95 115147 (2017). 

26. Ali M. Alsaqqa, Sujay Singh, S. Middey, M. Kareev, J. Chakhalian, and G. 

Sambandamurthy, Phys. Rev. B 95, 125132 (2017). 

27. G. Mattoni, P. Zubko, F. Maccherozzi, A. J. H. van der Torren, D.B. Boltje, M. 

Hadjimichael, N. Manca1, S. Catalano, M. Gibert, Y. Liu, J. Aarts, J. M. Triscone, S. S. 

Dhesi, and A. D. Caviglia, Nat. Commun. 7, 13141 (2016). 

28. K. W. Post , A. S. McLeod, M. Hepting , M. Bluschke, Yifan Wang, G. Cristiani, G. 

Logvenov, A. Charnukha, G. X. Ni, Padma Radhakrishnan, M. Minola, A. Pasupathy, A. 

V. Boris, E. Benckiser, K. A. Dahmen, E. W. Carlson, B. Keimer and D. N. Basov, Nature 

Physics 14, 1056–1061 (2018). 

29. Jennifer Fowlie, https://doi.org/10.1007/978-3-030-15238-3 

30. https://en.wikipedia.org/wiki/Calcium_titanate 

31. David B. Mitzi, Introduction: Perovskites, Chem. Rev. 119, 5, 3033 (2019). 

32. Asish K. Kundu and B. Raveau, Structural, Magnetic and Electron Transport Properties of 

Ordered-Disordered Perovskite Cobaltites, Perovskites: Structure, Properties, and Uses. 

33. A Glazer, Acta Crystallogr. A, 31 756 (1975). 

34. A Glazer, Acta Crystallogr. B, 28 3384 (1972). 

35. J.B. Torrance, P. Lacorre, A.I. Nazzal, E.J. Ansaldo, and C. Niedermayer, Phy. Rev. B 45, 

8209 (1992). 

36. J. Garcia-Munoz, J. Rodriguez-Carvajal, P. Lacorre, and J.B. Torrance, Phys. Rev. B 46, 

4414–4425 (1992). 

https://doi.org/10.1007/978-3-030-15238-3
https://en.wikipedia.org/wiki/Calcium_titanate


Chapter 1: Introduction 

26 
 

37. J.A. Alonso, M.J. Martı´nez-Lope, M.T. Casais, J.L. Garcia-Munoz, and M.T. Fernandez-

Diaz, Phys. Rev. B 61, 1756–1763 (2000). 

38. R. D. Shannon,   Acta Cryst. A 32(5) 751 (1976). 

39. F. Capon, P. Ruello, J.-F. Bardeau, P. Simon, P. Laffez, B. Dkhil, L. Reversat, K. Galicka, 

and A. Ratuszna, J. Phys. Condens. Matter 17, 1137–1150 (2005). 

40. M. Medarde, P. Lacorre, K. Conder, F. Fauth, and A. Furrer, Phys. Rev. Lett. 80, 2397, 

(1998). 

41. P.C. Canfield, J.D. Thompson, S.W. Cheong and L.W. Rupp, Phys. Rev. B 47, 12357, 

(1993). 

42.  X. Obradors, L.M. Paulius, M.B. Maple, J.B. Torrance, A.I. Nazzal, J. Fontcuberta, and 

X. Granados, , Phys. Rev. B 47, 12353–12356 (1993). 

43. J.-S. Zhou, J.B. Goodenough, and B. Dabrowski, Phys. Rev. Lett. 94, 226602, (2005).  

44. M. Medarde, J. Mesot, P. Lacorre, S. Rosenkranz, P. Fischer, and K. Gobrecht, Phys. Rev. 

B 52, 9248–9258, (1995),   

45. S. Ishiwata, M. Azuma, M. Hanawa, Y. Moritomo, Y. Ohishi, K. Kato, M. Takata, E. 

Nishibori, M. Sakata, and I. Terasaki, Phys. Rev. B 72, 045104 (2005). 

46. M. Amboage, M. Hanfland, J.A. Alonso, and M.J. Martinez-Lope, J. Phys. Condens. 

Matter 17, S783–S788 (2005). 

47. S. Stemmer and S. J. Allen, Rep. Prog. Phys. 81, 062502 (2018).  

48. M.A. Novojilov, O.Yu. Gorbenko, I.E. Graboy, A.R. Kaul, H.W. Zandbergen, N.A. 

Babushkina, and L.M. Belova, Appl. Phys. Lett. 76, 2041 (2000). 

49.  A. Tiwari, C. Jin, and J. Narayan, Appl. Phys. Lett. 80 4039 (2002). 

50. P. Goudeau, P. Laffez, A. Zaghrioui, E. Elkaim, and P. Ruello, Crys. Eng. 5, 317–325, 

(2002). 

51. Patrik Fazekas, Lecture Notes on Electron Correlation and Magnetism 

52. J. Zaanen, G. A. Sawatzky and J. W. Allen, Phys. Rev. Lett. 55, 418, (1985).  

53. A K Raychaudhuri, Adv. Phys. 44, 21 (2006). 

54. A. L. Efros and M. Pollak, Electron-Electron interaction in disordered systems (1985). 

55. P. Lacorre, J.B. Torrance, J. Pannetier, A.I. Nazzal, P.W. Wang, and T.C. Huang, J. Solid 

State Chem. 91, 225,  (1991).  

56. S. J. Kim, G. Demazeau, J.A. Alonso, and J.-H. Choy, J. Mater. Chem. 11, 487 (2001). 

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Patrik+Fazekas%22


Chapter 1: Introduction 

27 
 

57. S. Ishiwata, M. Azuma, M. Takano, E. Nishibori, M. Takata, M. Sakata, and K. Kato, J. 

Mater. Chem. 12, 3733, (2002).  

58. M. Zaghrioui, A. Bulou, P. Lacorre, and P. Laffez, Phys. Rev. B 64, 081102 (R) (2001). 

59. J. L. García-Muñoz, M. A. G. Aranda,  J. A. Alonso, and M. J. Martínez-Lope,  Phys. Rev. 

B 79 134432 (2009). 

60. https://en.wikipedia.org/wiki/Vegard%27s_law 

61. J.L. Garcia Munoz, J. Rodriguez-Carvajal, and P. Lacorre, Europhys. Lett. 20, 241–247 

(1992). 

62.  I. Vobornik, L. Perfetti, M. Zacchigna, M. Grioni, G. Margaritondo,J. Mesot, M. Medarde 

and P. Lacorre, Phys. Rev. B 60, R8426  (1999). 

63. M.A. Mogrinski, N.E. Massa Horacio Salva, J.A. Alonso, and M.J. Martinez-Lope, Phys. 

Rev. B 60, 5304 (1999). 

64. S. Heo, C. Oh, M. J. Eom,  J. S. Kim, J. Ryu, J. Son, and H. M. Jang, Sci. Rep. 6 22228, 

(2016)  

65. Y. Kumar, R. J. Choudhary, and R. Kumar, J. Appl. Phys.112 073718 (2012).  

66. G. Catalan, R. M. Bowman, and J. M. Gregg, Phys. Rev. B 62 7892 (2000). 

67. E. Mikheev,  A. J. Hauser, B. Himmetoglu, N. E. Moreno, A. Janotti, C. G. Van de Walle, 

and S. Stemmer, Sci. Adv. 1 e1500797 (2015). 

68.  J. Y. Zhang,  H. Kim, E. Mikheev, A. J. Hauser and S. Stemmer, Sci. Rep. 6 23652 (2016). 

69. S. Das S, V. E. Phanindra, S. S. Philip, and D. S. Rana,  Phys. Rev. B 96 144411 (2017). 

70.  J. S. Zhou and J.B. Goodenough, Phys. Rev. B 69, 153105 (2004). 

71. M. Zaghrioui, A. Bulou, P. Lacorre, and P. Laffez, Phys. Rev. B 64, 081102 (2001). 

72.  U. Staub, G.I. Meijer, F. Fauth, R. Allenspach, J.G. Bednorz, J. Karpinski, S.M. Kazakov, 

L. Paolasini, and F. dacapito, Phys. Rev. Lett. 88, 126402 (2002). 

73.  I. I. Mazin, D. I. Khomskii, R. Lengsdorf, J. A. Alonso, W. G. Marshall, R. M. Ibberson, 

A. Podlesnyak, M. J. Martinez-Lope, and M. M. Abd-Elmeguid, Phys. Rev. Lett. 98, 

176406 (2007). 

74. H. Park, A. J. Millis, and C. A. Marianetti, Phys. Rev. Lett. 109, 156402 (2012). 

75. R. Jaramillo, S.D. Ha, D. M. Silevitch, and S. Ramanathan, Origins of bad metal 

conductivity and the insulator-metal transition in the rare-earth nickelates, Nat. Phys. 10, 

304 (2014). 

https://en.wikipedia.org/wiki/Vegard%27s_law


Chapter 1: Introduction 

28 
 

76. R. J. Green, M. W. Haverkort, and G.A. Sawatzky, Phys. Rev. B 94 195127 (2016) 

77. Alain Mercy, Jordan Bieder, Jorge Íñiguez, and  Philippe Ghosez, Nature Communications 

| 8: 1677 (2017) 

78. Oleg E. Peil, Alexander Hampel, Claude Ederer, and Antoine Georges, Phys. Rev. B 99, 

245127 (2019).  



 



Chapter 2: Sample preparation, characterization and measurement techniques 

 

29 
 

Chapter 2 Sample preparation, characterization and measurement 

techniques 
 

In this chapter, we discuss the growth and characterization of different samples prepared along 

with the measurement techniques used for different work. The powder samples/pellets were 

prepared by the sol-gel method and the thin films were prepared by Pulsed laser deposition.  
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2.1 Introduction 
 

This thesis discusses the investigation of metal-insulator transition (MIT) in rare-earth nickelates 

(RNiO3). To answer some of the basic physics issues in the context of rare earth nickelates, we 

have grown the thin films (different thickness) and nanopowder of the different nickelates, in 

particular, Lanthanum (La) and Neodymium (Nd) based. Most of the observations in this thesis 

has been made on the thin films of the NdNiO3 and Nd0.7La0.3NiO3. Further to prepare a good film, 

a good target material is necessary as all the films used in the thesis has been made by the laser 

ablation method. Thus an extensive characterization is much needed to confirm the formation of a 

right phase. 

In this thesis, we have adopted the sol-gel method for preparing the nanoparticles followed by high 

temperature sintering to make a target material for the pulsed laser deposition (PLD). The phase 

formation was checked by X-ray diffraction (XRD), Rietveld analysis, Raman spectroscopy and 

Transmission electron microscopy (TEM). The composition was checked by the Energy-

dispersive x-ray spectroscopy (EDX). The thickness of the films was measured by cross-sectional 

Scanning electron microscope (SEM) and in situ by reflection high energy electron diffraction. 

The surface topography was checked using an atomic force microscope (AFM). 

The films used in the thesis were grown on a single crystal substrate of SrTiO3, LaAlO3, and 

NdGaO3. The choice of substrates was made to modify the built-in strain and as well as the 

interfacial change in symmetry due to the different symmetry of the substrates and films. To induce 

the disorder in films, the ion irradiation was performed at low energy ion beam facility, IUAC 

Delhi. 

The electrical and magnetic transport data were taken in a He-3, He-4, and liquid nitrogen (LN2) 

based cryostats with a magnetic field of 10 Tesla. The Scanning tunneling spectroscopy (STS) was 

performed in a commercial Scanning probe microscopy (SPM) unit from RHK. The impedance 

and 1/f noise spectroscopy were done in a homemade LN2 cryostat. All the instruments and setups 

were calibrated with standard samples before the measurements. All the required data acquisition 

and analysis programs were written in either C/C++, Labview or Matlab. In upcoming sections, 

we will briefly discuss these techniques. 
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2.2 Synthesis of NdNiO3 and Nd1-xLaxNiO3 (x ≥0.1) Nanopowder and Pellet  
 

The growth of nickelates is challenging, as the Ni (Nickel) valence requires high oxygen pressure 

to stabilize the +3 oxidation states. Further, the solid-state reaction method requires a much higher 

temperature and pressure for the phase formation of the nickelates. Due to the unavailability of the 

high pressure (200 bar) oxygen [1, 2], the Nd1-xLaxNiO3 nanoparticles used in this thesis were 

made by polymeric precursor synthesis route. We will now discuss the synthesis process in details.  

The stoichiometric amount of high purity (> 99.9 %) precursors of Lanthanum nitrate hexahydrate, 

Neodymium nitrate hexahydrate, and Nickel acetate tetra-hydrate were dissolved in 1:1 acetic and 

deionized (DI) water solution in a beaker. The appropriate amount of ethylene glycol was added 

to the solution. The water and ethylene glycol ratio play an important role in determining the 

particle size of the specimen [3]. In the present work, we have used 1.5 times of ethylene glycol 

with respect to the DI water. The molarity of the precursor solution was 0.2 M to 0.4 M. The 

solution was stirred at 700 C for 2 hours and 6 hours at room temperature, respectively, in a hot 

plate equipped with a magnetic stirrer. After 6 hours, the solution was heated until the formation 

of sol. The sol was allowed to dry and kept at 1500 C for 12 hours followed by pyrolysis at 3500 C 

and 4500 C for 1.5 and 1 hour, respectively. The final heating for the phase formation was done at 

6500 C for 8 hours in a flow of ultra-high purity oxygen gas. The advantage of this method is to 

get a uniform and homogeneous dispersion of the nanoparticles.   

To make the target material for the Pulsed laser deposition (PLD), the as-prepared nanopowder 

was pressed into a pellet with 80 MPa pressure and sintered at 8000 C in a tubular furnace with a 

high oxygen flow for 24 hours. The pellet was ground and again sintered at 8000 C in high oxygen 

flow for 24 hours. This step was followed 7 times and finally, the sintered pellet was kept in a high 

flow of oxygen at 650 0C for 24 hours to maintain oxygen stoichiometry. The as-obtained 

nanopowder and pellets were characterized extensively before using it for the experiments. The 

detailed characterization of the powder and pellets are given in the later section.  In Figure 2 (a) 

and (b) we show the actual synthesis process followed by the flow chart for the synthesis of 

nickelates nanoparticles and pellet. 
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Figure 2 (a) The experimental process for making the Nd1-xLaxNiO3 nanopowder and Pellet, (b) 

The flow chart for the synthesis and (c) Proposed thermodynamic stability phase diagram for 

different nickelates. Our synthesis method agrees with the proposed phase diagram for NdNiO3 

(Image used from reference 2 with permission of the author). 

 

2.3 Growth of Nd1-xLaxNiO3 thin films 

 

To grow the thin films of nickelates, we have adopted the method of physical vapor deposition 

(PVD). In particular, we have chosen Pulsed laser deposition (PLD). Venkatesan and co-workers 

first used the laser ablation technique to deposit the thin film of a high-temperature superconductor 

[4]. Since this technique is being used widely for the film growth of complex oxides. In PLD a 

pulse excimer laser is focused on the target material/pellet. The high-energy laser pulse ablates the 

target material, which in the presence of oxygen/vacuum leads to the formation of a plasma plume 
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containing ions, molecules, electrons, etc.  The plasma plume formed due to the ablation flows in 

a perpendicular direction to the substrate and the accumulation of materials ablated from the laser 

pulse results in the growth of films on the substrates. Unlike the evaporation technique, this 

technique plays an important role in the deposition of thin films of complex oxides, which is not 

possible in thermal/evaporation where the stoichiometry is often limited due to different vapor 

pressure of different specimen. Another advantage of this technique is that one can really grow a 

thin film layer by layer.  

The full process of thin films growth by PLD process can be described as follows: 

 

1. Laser pulse and target material interaction. 

2. Formation of plasma plume due to the ablated material during laser irradiation. 

3. Slowing down of the plasma plume in a background oxygen gas. 

4. Collection of the ablated material on the substrate. 

5. Nucleation at the substrate, which results in the thin film growth. 

 

In this thesis, we have used coherent COMPex pro 201F KrF excimer laser of wavelength 248 nm 

for the film growth [6]. Depending on the laser energy and the spot size of the laser, an associated 

value of energy per unit area called fluence was optimized for the film growth. In Figure 2.1 (a) 

and (b), we show the formation of dark spots due to the laser on a laser sensitive paper. Figure 2.1 

(a) and (b) shows the formation of dense dark and uniform spots on the encircled regions with 

respect to the whole area. In order to achieve uniformity in the films, these dark and uniform spots 

positions were used as a marker to mount the substrates before the deposition. To perform layer-

by-layer growth we have used Reflection high-energy electron diffraction (RHEED) gun, which 

is equipped with our PLD chamber. In RHEED, a beam of electrons (energy 35 kV) generated by 

the electron gun hits the sample surface at a grazing angle, where the electrons diffract from the 

sample surface (As shown in Figure 2.2(a)). A small fraction of electrons interfere constructively 

and leads to the diffraction pattern, which can be captured at the detector [7].  
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Figure 2.1 (a) The dark and uniform spots on a laser sensitive paper from the ablation of (a) 

NdNiO3 and (b) Nd0.7La0.3NiO3 target. 

 

For thin films prepared in this thesis, we have used nearly 4000 laser shots with a repetition rate 

of 5 Hz and 1500/1200 laser shots with a repetition rate of 5/3 Hz to grow films of thickness nearly 

80 nm and 15 nm respectively. The target pellets were ablated before all the deposition in order to 

remove surface contamination due to other depositions in the PLD chamber and a pre annealing 

was performed for 15 minutes to achieve a thermal equilibrium between substrates and the heater. 

To maintain the oxygen stoichiometry, after the deposition, the as-grown films were cooled in situ 

in the presence of 1 bar ultra-high purity oxygen gas. Figure 2.2 (b) shows the growth of 25 Unit 

Cell (UC) (nearly 10 nm) thickness NdNiO3 film on SrTiO3 (100) single crystal substrate.  

 

 

Figure 2.2. (a) The Schematic of RHEED set up and (b) The RHEED oscillations of 25 UC NdNiO3 

film deposited on SrTiO3 single crystal substrate on the application of 1000 laser shots. Inset 

shows the electron diffraction pattern. 
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2.4 Characterization of Nd0.7La0.3NiO3 and NdNiO3 nanopowder/films 
 

2.4.1 X-Ray Diffraction 
 

For any material, the primary characterization is X-ray Diffraction (XRD) to understand the crystal 

structure, crystallinity, and phase identification.  X-ray diffraction is a non-destructive tool widely 

used in material characterization. From diffraction theory, we know that electromagnetic radiation 

will diffract only if the wavelength (𝜆) of the electromagnetic radiation will be of the order of 

spacing of the grating. When a monochromatic beam of X-rays falls on a crystal, due to the 

interaction of oscillating electric field and an electronic cloud of periodic atoms, the X-rays will 

scatter. However due to the regular/periodic arrangement of atoms, in some direction, the 

interference will be constructive while in other direction the interference will be destructive [8, 9].  

The constructive interference leads to a situation when the outgoing X-rays are in phase and the 

path difference varies by an integer number of the wavelengths. The equation is given as  

 

                                                      nλ = 2dsinθ                                                                 (2.1) 

 

, known as Braggs law. Here n represents the order of reflection, θ  is the angle between Bragg 

planes and incoming X-rays, λ is the wavelength of X-ray used, and d represents inter-planar 

spacing. In this thesis, we have used PANalytical X-PERT Pro and Rikagu diffractometer for the 

XRD of films and powder samples, respectively (As shown in Figure 2.3 (c) and (d)). We have 

also used synchrotron-based XRD for the characterization of powder samples. In Figure 2.3, we 

present the XRD data for the different samples. To check the orientation of the films we have 

performed the high-resolution XRD rocking analysis.  In the rocking curve, we have fixed the 

detector at the center of films Bragg reflection and followed the diffraction intensity of the sample 

while it is rocked [9, 10]. 

 

In lab XRD, we have used an X-ray of wavelength 1.54 angstrom while for the synchrotron XRD 

we have used a wavelength of 0.98 angstrom. The synchrotron data was taken at the KEK photon 

factory Japan. In Figure 2.3 (a) and (b), the Rietveld refinement for NdNiO3 and Nd0.7La0.3NiO3 

shows that the structure follows a Pbnm symmetry at room temperature. In Table 2, we summarize 
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the lattice parameters of the NdNiO3 and Nd0.7La0.3NiO3 nanopowder after Rietveld refinement. 

The obtained lattice parameters match fairly with the numbers reported in the literature [1]. 

 

Table 2 Obtained lattice parameters from Rietveld refinement 

Lattice Parameter (angstrom) NdNiO3 Nd0.7La0.3NiO3 

a 5.415 
 

5.455 
 

b   5.363   5.378 

c   7.619   7.610 

 

 

Figure 2.3 (a) Synchrotron XRD of the (a) NdNiO3 and (b) Nd0.7La0.3NiO3 nanoparticles. The 

Rietveld refinement shows that both the nanoparticles have an orthorhombic (Pbnm) symmetry. 

(c) The XRD pattern of NdxLa1-xNiO3 (x= 0 to 1) taken in lab X-ray, the merging of 2 peaks to a 

single peak near 690 shows a transition from rhombohedral to orthorhombic phase, and (d) 

Zoomed image of (c) near 690. 
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2.4.2 Scanning Electron Microscope and Energy Dispersive X-ray Spectroscopy 
 

In the Scanning electron microscope (SEM), unlike an optical microscope, an electron beam is 

used to achieve the images, topography, and morphology of the specimen under test. In our SEM 

(Quantum FEG 250), a field emission gun was used to generate an electron beam. The electron 

beam travels through a vacuum and after passing through a set of the condenser lens, it is focussed 

on the sample. These electrons undergo inelastic and elastic interactions, which result in the 

spreading out of electrons into the materials [11]. In this process, some electrons fly back to the 

vacuum, which is backscattered electrons while some lose their energy and results in the emission 

of secondary electrons and X-ray, etc. The secondary electrons are detected by the detectors and 

used for information about specimen surface topography. Along with the topography, we have also 

used the cross-sectional SEM to determine the thickness of our films as shown in Figure 2.4. 

 

Figure 2.4 (a) The as-prepared nanoparticles of (a) NdNiO3, (b) Nd0.7La0.3NiO3, (c) and (d) Cross-

sectional SEM image of nearly 80 nm thick film of  NdNiO3 and  Nd0.7La0.3NiO3 on SrTiO3 (100) 

single crystal substrate. 
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Further, when an electron beam interacts with the samples it can eject an electron from the inner 

shell and creates a hole. The hole can be filled by higher-energy electrons from another shell, 

which results in the emission of X-ray. The energy released in the form of X-ray in this process 

can be measured by the energy dispersive spectrometer [12]. This is known as energy dispersive 

X-ray spectroscopy and used in determining the elemental composition of the specimen. In Figure 

2.5 (a) and (b) we show the EDS spectra for the as-prepared nanoparticles. The atomic percentage 

shows that the samples are highly stoichiometric and there is no oxygen deficiency. The 

stoichiometry was checked for the films also. 

 

 

Figure 2.5 EDS spectra and elemental composition of as-prepared nanoparticles of (a) NdNiO3 

and (b) Nd0.7La0.3NiO3 

 

2.4.3 Transmission Electron Microscope  

 

The transmission electron microscopy is an imaging technique which is used to collect information 

like imaging, diffraction pattern, and elemental composition a thin specimen. Unlike conventional 

light microscopy where one uses the photons to capture the image, in transmission electron 

microscope (TEM) one uses the highly energetic electron beam (energy 200 kV) which penetrates 

the samples (thickness less than 200 nm) and after passing through a set of condenser lenses and 

aperture, the intensity of the transmitted beam is recorded via CCD camera [13]. Due to the 

thickness variation of the sample at different regime, as the thicker regime of the sample is more 

occlude as compared to the thinner regime, the difference in the intensity of transmitted beam leads 
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to a difference in contrast which helps in generating the micrographs. In general, the electrons that 

are scattered elastically and in elastically on interaction with the samples result in TEM imaging. 

The TEM can be used for both imaging and diffraction technique, unlike SEM where one can use 

it for only imaging technique [14].  

We have used TEM to get the selected area diffraction pattern (SAED) to check the elemental 

homogeneity of the samples and to check the lattice spacing of the as-grown nanoparticles of 

nickelates. To check the elemental homogeneity of the specimen we have used the energy-filtered 

transmission electron microscopy (EFTEM). In Figure 2.6, we show the mapped elemental 

composition and SAED pattern for Nd0.7La0.3NiO3 and NdNiO3 nanoparticles. 

 

Figure 2.6 (a) The TEM image and (b) SAED pattern of Nd0.7La0.3NiO3 nanoparticles, (c) and (d) 

represent the EFTEM mapping of Nd0.7La0.3NiO3 and NdNiO3 nanoparticles. The EFTEM images 

show that samples are elemental homogeneous. 

 

2.4.4 Atomic Force Microscope  

 

The Atomic force microscope (AFM) is a type of scanning probe microscopy (SPM) in which 

information related to the topographical image and the surface characteristics (like grain size and 

roughness) can be explored down to the nanoscale range. The main component of an AFM consists 

of a cantilever, scanner, laser and a four-quadrant photodiode [15]. The tip attached to cantilever 

is generally made of silicon nitride and used for the surface imaging. When a tip comes close to 

the surface of the sample, both attractive and repulsive forces come into the picture due to the 
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interaction between the tip and the sample surface which results in a positive or negative bending 

of the cantilever, which is detected by the laser beam. The laser beam reflects back from the 

cantilever onto the four-quadrant photodiode detector. Using the position-sensitive photodiode, 

one can measure the bending of the cantilever very accurately. Hence during the XY scan, the 

bending of cantilever and samples height can be monitored which is eventually used for generating 

the AFM image. The advantage of AFM is to get the surface morphology of highly insulating 

samples along with the metallic ones, where the former is not possible in a Scanning-tunneling 

microscope. 

 

Figure 2.7 (a) The nearly 1µm × 1 µm AFM topographic image of NdNiO3 film of 60 nm grown on 

LAO, STO and NGO single crystal substrates. 

 

2.5 Measurement Techniques 

 

2.5.1 Scanning Tunneling Microscope 

 

The first Scanning tunneling microscope (STM) was developed by the Binning and Rohrer in 1981 

at IBM laboratory. They incorporated the theoretical prediction of Fowler and Northeim into the 

real design [16]. The basic principle of an STM is tunneling of electrons through a potential barrier 

in an ultra-high vacuum. Classically this tunneling is forbidden but quantum-mechanically the dual 

nature of electrons allows them to penetrate a potential barrier (V) even if the energy of electrons 

(E) is less than the potential barrier (E < V) and thus there is always a finite probability of electrons 

tunneling even if E < V, which is forbidden according to classical mechanics. 
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Figure 2.8 (a) The schematic of overlapping of samples and tip wavefunction through a potential 

barrier and (b) change in Fermi level; of the sample on application of different bias [Image b is 

taken from reference 17]. 

 

In a laboratory STM, for such tunneling to occur a sharp tip of Pt-Ir / W is brought in the close 

vicinity (sub-nanometre) of the samples. This configuration makes a metal-insulator-

metal/semiconductor/insulator junction [18]. In the absence of applied bias, the probability of 

electrons to tunnel from the sample to tip or tip to sample is the same (As shown in Figure 2.8 (a)). 

As a result, the net tunneling current is zero. In the presence of applied voltage bias, the Fermi 

level (EF) can be raised [17]. When V is applied on the sample with respect to the tip, the EF of the 

sample can be raised to EF + V. Thus, the electrons from the occupied state of the samples can 

tunnel into the unoccupied states of the tip [9, 16-18]. This results in a net tunneling current flow 

from the tip to sample. On applying a bias to the tip with respect to the sample, this results in a 

tunneling current flow from the sample to tip. The rise in EF on the application of bias has been 

shown in Figure 2.8 (b). The tunneling current is directly related to the density of state of the 

sample and is given by: 

      𝐼 (𝑧, 𝑉, 𝑊, 𝑇) =  𝑐 ∫ 𝑁𝑆 (𝐸 +
𝑒𝑉

2
) 𝑁𝑡 (𝐸 +

𝑒𝑉

2
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𝑒𝑉
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𝑒𝑣
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∞
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                   (2.2) 
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Where c is a constant which depends on the tip-sample effective junction area, z represents the 

distance between tip and sample, W defines the mean work function of the sample and tip surface, 

T represents temperature, tunneling barrier penetration factor is defined by t, Nt (E), Ns (E) is the 

DOS of tip and sample respectively, and f (E) defines the Fermi function. 

The STM/STS results presented in the thesis has been collected using a commercial STM UHV 

SPM 350 by RHK technology [19]. The system consists of the two chambers namely load lock 

and main chamber. The load lock chamber was attached to a turbopump with a base pressure of 

10-8 mbar and the main chamber was attached to an ion pump with a base pressure of 10-10 mbar. 

Thus, a condition for ultra-high vacuum (UHV) is always maintained. 

The measuring unit of our system consists of the following units:  

1. R9 Controller:  The backbone of the UHV STM. A fully integrated circuit, which provides 

control for the SPM. All feedback loops, lock-in amplifier, filters, signal generators are part 

of this unit. 

2. Scan Head and Sample Holder:   A unit for the tip to approach the samples on a beetle type 

sample holder. The three piezoelectric legs of the scan head with Z piezo sensitivity 1.5 nm/V 

and range ± 225 nm allows the tip to approach sample in a beetle motion. 

3. Thermocouple: The Ni-Al K type thermocouple allows us to measure the sample temperature 

correctly. 

4. W-Filament: It has been used as a heater while performing temperature-dependent STS. 

5. Lock-in amplifier: To detect the dIt and It as a function of bias (V). 

6. IVP Preamplifier: A preamplifier with 108 Gain (10nA/V) was used to provide a differential 

signal from tip and sample to R9 controller. 

7. Vibration Isolation: Most important part for any vibration-sensitive measurement. This has 

been taken care by a bench floating on three nitrogen gas legs. 

Depending on the requirements, the STS was performed by measuring the local tunneling 

conductance 𝑔(=
𝑑𝐼

𝑑𝑉
). The STS provides the information on spatial dependence of the DOS at the 

Fermi level (EF). During STS, the temperature was kept stable during data scan and no drift in the 

temperature was observed. The  
𝑑𝐼

𝑑𝑉
  was measured in a modulation mode with a small ac bias.  The 
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data was taken with a constant direct current (dc) bias (for keeping a fixed height of the tip above 

the film), and a small a.c modulation voltage (much less than the dc bias) that has been used to 

measure the differential tunneling conductance  
𝑑𝐼

𝑑𝑉
 . Taking a raster scan in the presence of an ac 

modulation allows one to record the topography as well as spectroscopy data together. The noise 

floor of the measuring system was less than 10 pA/√𝐻𝑧 and the tunneling resistance was few 

Gigaohms. The local tunneling conductance map is a contour plot of   𝑔 =
𝑑𝐼

𝑑𝑉
  taken at a fixed dc 

bias V. In Figure 2.9 we show the schematic of the STM unit to detect the tunneling current and 

the electronics associated with it. 

 

Figure 2.9 (a) The Schematic of detecting tunneling current through the IVP 200 preamplifier and 

(b) The schematic of the electronic circuit in STM [Image is taken from reference 9 and 20].  

It is a good practice to incorporate these parameters/facts for good spectroscopy data according to 

their technical specifications:  

i. Optimization of bias modulation: If the output signal is very small, depending on the 

number of bits the digitally showed output may not be a correct value given by the 

hardware. 
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ii. Lock-in cut off frequency: While choosing the lock-in bias frequency (f) one has to be sure 

that it falls under the bandwidth of the preamplifier. For a given bias frequency (f) the filter 

cutoff frequency (F) can be set according to F <
f

10π
 and a pre − sampling delay of 

5

2πF
.  

iii. Adjustment of the lock-in amplifier phase to remove the capacitive coupling between the 

sample and tip. 

In Figure 2.10 (a) and (b), we show the schematic of experimental set up used for I-V measurement 

using 100 Mohm tunneling simulator and  an STS data used as a calibration to make sure that there 

is no offset present due to the electronics and broadband noise. We have chosen a narrow range ( 

± 50 mV ) of bias to check whether any offset is present across a test sample or not. To rectify the 

offset we have adjusted the gain of preamp and took an I-V measurement across a standard 

tunneling simulator of resistance 100 Mohm. This was used as a calibration before all STS data 

taken on the samples. 

 

Figure 2.10 (a) The experimental set up for I-V measurement and (b) The I-V data for 100 Mohm 

tunneling simulator which shows the absence of offset in the data.  

2.5.2 Impedance Spectroscopy 
 

An LCR meter is generally used for the measurement of complex impedance in a frequency range 

from 10 Hz to 100 MHz. The LCR meter generally uses different methods namely Bridge method, 

Network analysis method, etc. to measure the impedance, phase angle, resistance, capacitor, etc. 

Depending on applications, a different type of bridge circuit elements which may be a combination 

of an inductor, capacitor, resistor, etc. are used in different instruments. Amongst all the methods, 

the most familiar bridge method is auto-balancing bridge method which works in a wide frequency 
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range from 20 Hz to 100 MHz. A typical LCR meter measures the current across the source under 

test, voltage and the phase angle between current and voltage. All other parameters can then be 

calculated. An LCR meter generally has four terminals low current, high current, low potential, 

and high potential. Low current /High current is for current measurement and low potential/high 

potential for voltage measurement [21]. In our experiments, we have used commercial Hioki 3532-

50 LCR meter, which works from 42 Hz to 5 MHz. 

 

2.5.3 Low temperature electrical and magnetic transport 
 

For the electrical measurements up to liquid nitrogen (LN2) temperature, we have used a 

homemade cryostat which had four wires connected (high-quality coaxial cables) to the base where 

the Pt-100 was fixed with a GE varnish and used as a sensor. A manganin wire was used as a 

heater. The jacket of cryostat was pumped down to 10-3 mbar pressure before inserting it to the 

LN2 bath. The electrical and magnetotransport measurements below LN2 temperature were 

performed in a cryogen-free and cryogen based cryocooler. For the cryogen-free cryocooler, we 

have used the Gifford McMahon cycle based cryostat from cryogenics and Pulsed tube cycle based 

cryocooler. For the cryogen-based cryostat, we have used He-3 insert from the oxford instruments. 

Further, the set up was equipped with a superconducting magnet that can produce a magnetic field 

of 16 Tesla. The method of producing a cold from these cryocooler has given in the standard books. 

However, the main parts of a cryocooler are the compressor, regenerator, and displacer [22-25]. 

The basic difference between a pulsed tube cryocooler (PTC) and a GM cryocooler (GMC) is 

summarized below: 

 The displacer in a PTC is replaced by a pulse tube. 

 The PTC is more expensive than GMC. 

 The performance of a PTC is orientation dependence while it is not orientation dependence 

on GMC. 

 We have used the following systems for the low-temperature measurements.  

Temperature Range System Used 

         20 mK [25] Dilution Refrigerator (Oxford Triton 400 XL) 

       300 mK [24] Helium-3 Refrigerator (Oxford Heliox VT)  

         3 K [23] PTC 405 (Cryomech) 

        10 K [22,26] GMC ( Coldedge, and Cryogenics) 

        80 K Homemade LN2 cryostat 
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Before the electrical measurements, we have calibrated the cryostats with a standard Pt-100 sensor. 

The measurement was done in a pseudo-four-probe configuration. In Figure 2.11 (b) we show the 

RT data for Pt-100 RTD sensor and which is known to follow a Bloch-Gruneisen relation. The 

obtained Debye temperature of 240.004 K matches fairly with the Debye temperature reported for 

the platinum. The RT measurements of the samples presented in this thesis were done in a four-

probe configuration with the use of a Keithley source meter 2400/2410. In some of the cases where 

the sample resistance was quite low, we have used the lock-in amplifier (LIA) based ac technique. 

In Figure 2.11 (a) we show the schematic of the measurement setup in a four-probe configuration.  

   

 

Figure 2.11 (a) The experimental schematic of four-probe measurement and the low-

temperature cryostat and (b) The experimental RT data of standard Pt 100 sensor. The data were 

fitted with Bloch Gruneisen relation for resistivity and the Debye temperature extracted from the 

fit was 240.004 K. The Debye temperature matches excellently with reported value for Pt in 

literature. 

2.5.4 Low-temperature 1/f noise spectroscopy 

 

In this thesis, we have used 1/f noise spectroscopy in a four-probe configuration to probe the 

dynamic nature of phase co-existence and to probe the disorder induced by the ion irradiation. In 

Figure 2.12 we show the schematic of the noise measurement setup. In the noise measurement one 

bias the sample with a constant current 𝐼0𝑠𝑖𝑛2𝜋𝑓0 where 𝑓0 is the frequency of LIA [27-30]. The 

value of series resistance (Rs) is chosen in such a way that Rs >> rs, where rs is the sample resistance. 

In this way, the samples voltage is amplified through a preamplifier and fed into the lock-in inputs 

and demodulated by the lock-in amplifier. After the demodulation, the signal is fed into the analog 
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to digital converter (ADC) card where the signal is processed via anti-aliasing, decimation, and 

digital signal processing [30].  

 

 

Figure 2.12 (a) The schematic of experimental four-probe 1/f noise measurement. Inset of the 

computer shows the time series of sample and background. 

 

In the noise experiment, we record voltage fluctuations ∆𝑉(𝑡) as a function of the time. From the 

∆𝑉(𝑡) one can get a power spectral density (PSD) using Fourier transformation, which is given as 

follows: 

                                      𝑆𝑣(𝑓) =  lim
𝑇→∞

1

2𝑇
[∫ ∆𝑉(𝑡)exp (−2𝜋𝑖𝑓𝑡)𝑑𝑡]

𝑇

−𝑇
2                              (2.3) 

In actual practice, the PSD was calculated from the method of average periodogram developed by 

the Welch [31]. As the PSD at the lock-in output is given as: 

 

                               𝑆𝑣(𝑓, 𝛿) = 𝐺0
2[𝑆𝑣

0(𝑓 − 𝑓0) + 𝐼0
2(𝑓 − 𝑓0)𝑆𝑅(𝑓)cos2𝛿] (2.4) 

 

where 𝑆𝑣
0(𝑓) is the PSD due to background fluctuations, 𝑆𝑅(𝑓), 𝛿 , G0 is the resistance fluctuation 

of the samples, phase of the LIA reference with respect to the measured voltage and the product 

of gain of LIA and Preamplifier [30]. Thus for  𝛿 = 0, we measure both the samples as well as 

background noise. While for 𝛿 = 90, we measure only background noise and the samples noise can 

be extracted after subtracting the background noise from the sum of the total noise (sample plus 
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background noise). This is one of the major advantages for the LIA based ac technique to measure 

the noise as one can measure the sample as well as background noise together. 

In Figure 2.13 (a), we show the PSD of a low noise carbon resistance of 90 ohms at room 

temperature. As can be seen the PSD for sample goes as   
1

𝑓𝛼. When α = 0.8 – 1.2 it is called 1/f 

noise. The background matches the Nyquist noise 4KBTR, where KB, T, and R represent 

Boltzmann constant, temperature and resistance of the sample. Figure 2.13 (b) shows that the PSD 

is proportional to the V2. 

 

Figure 2.13 (a) The PSD of sample plus background, sample, and background noise for a low noise 

carbon resistance of 90 ohms at room temperature and (b) The PSD shows a V2 dependence. 

According to the central limit theorem, if the fluctuations are independent in any system, their 

statistics will be Gaussian. However, if there is a correlation in the fluctuation due to the physical 

reasons the statistics will be non-Gaussian. Often the correlation between the fluctuations can be 

established through higher-order statistics. To establish that we have chosen the second spectra 

method. The second spectra define as the Fourier transform of four-point correlation in a frequency 

band. Our method follows the one proposed by Seidler and coworkers [32]. The Gaussian/non-

Gaussian behavior was established using the normalized second spectrum which is given as: 

 

                                  𝑆2(𝑓2) =  
∫ <∆𝑉(2)(𝑡)∆𝑉(2)(𝑡+𝜏)>cos (2𝜋𝑓2𝜏)𝑑𝜏

∞

0

[∫ 𝑆𝑉(𝑓1)𝑑𝑓1
𝑓𝐻

𝑓𝐿
]2

           (2.5) 
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where f1 and f2 represent frequencies associated with the first and second spectrum respectively. 

The numerator represents the second spectra and the denominator represents the first spectra. 

Another way to establish the Gaussian and non-Gaussian behavior is through the probability 

distribution function [33]. The probability distribution function (PDF) for a Gaussian distribution 

of fluctuations ∆𝑉 which is centered at zero means follows the relation: 

                                       

                                          𝑃(|∆𝑉|) =  
1

√2𝜋𝜎
exp (

−(|𝑉|)2

𝜎
)                                            (2.6) 

For a Gaussian distribution, plotting lnP(|∆V|) as a function of (|𝑉|)2 should give a linear plot 

and any deviation from the linearity would signify the non-Gaussianity. 

The second spectra and PDF becomes an important tool to probe any transition where the 

correlated fluctuations play a significant part in the system. For a system which shows MIT, the 

phase coexisting region can be easily identified from the magnitude of second spectra. The large 

change in the second spectrum close to TMI can be better appreciated as a result of phase co-

existence. Similarly, near the MIT the correlated fluctuations end up with a non-Gaussianity tail 

in the plot of probability distribution function as a function of mean square fluctuations. In Figure 

2.14 (a) and (b), we have shown how second spectra and PDF develops a change near MIT.    

                                  

 

Figure 2.14 (a) The PDF and (b) integrated second spectra of NdNiO3 film grown on LaAlO3 

single crystal substrate.   
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Chapter 3 Phase co-existence near the metal insulator transition 
 

In this chapter, we discuss the observation of phase co-existence near the metal-insulator 

transition (MIT) in a film of NdNiO3 grown on single crystalline substrate LaAlO3. The three 

techniques namely scanning tunneling spectroscopy (STS), 1/f noise spectroscopy, and impedance 

spectroscopy (IS) were used to probe the observation. The spatially resolved STS show the two co-

existing phases have different types of density of states (DOS) at the Fermi level (EF). One phase 

showed a depleted DOS close to EF with a small yet finite correlation gap while the other co-

existing phase showed a metal like DOS that has no depletion. The existence of the phase 

separation leads to a jump in the resistance fluctuation (as seen through 1/f noise spectroscopy) 

at the transition and importantly the fluctuation becomes non-Gaussian for a weak phase 

separation even in the metallic phase. We discuss a certain scenario that leads to such a phase 

separation in the general context of strongly correlated oxides. This observation of the phase 

separation may be generic in nature and may be present in different correlated electron system 

which undergoes MIT.

  



 



Chapter 3: Phase co-existence near the metal insulator transition 

 

53 
 

3.1 Introduction 

 

The phase co-existence and the depletion of the density of states (DOS) at the Fermi level (EF) in 

a correlated material have been observed experimentally for many correlated oxides [1-2]. There 

is clear evidence of depleted DOS probed by barrier type tunneling spectroscopy in materials like 

manganites and NdNiO3 [3-4]. Theoretical predictions also suggest that in correlated metals the 

DOS at EF may show depletion [5]. In NdNiO3 a relatively recent experiment reported depletion 

of DOS even in the metallic state (T > TMI (metal-insulator transition temperature)) before the 

insulating state sets in with a small but clear hard gap [4]. Even in metallic LaNiO3, there is 

evidence for depletion in DOS when the film is disordered primarily arising from electron-electron 

interactions [6].  In the context of LaNiO3, with Mn substitution at Ni site, it has been shown that 

a hard gap although small (~10 meV) can open up at the metal-insulator transition (MIT) [7]. Thus 

there is ample evidence that there can be depletion of DOS in such correlated oxides even in the 

metallic state and as the transition to the insulating state is approached a hard gap may open up in 

the DOS.  

 

The formation of nanoscopic insulating domains in NdNiO3 film grown on NdGaO3 has been 

observed using photoemission electron microscopy very recently. However, the insulating domain 

starts growing just below TMI [8]. Catalan et. al described the transport properties of NdNiO3 film 

using a percolation approach [9]. While writing this thesis, we came across two publications by 

Daniele Preziosi et. al and K. W. Post et. al. [10-11]. Daniele and coworkers have mapped the 

phase co-existence using a conducting Atomic force microscope (AFM) and the asymmetric nature 

of the I-V curve was related to the presence of the Schottky barrier between tip and sample. Their 

observation shows that some of the high conductance phases survive even above the transition 

temperature [10]. K. W. Post and coworkers show that the MIT has aspects of both Mott transition 

and Anderson transition so that one has mixed first-order and second-order transitions with co-

existence of different electronic phases [11]. In general, no comments have been made on the 

depletion of DOS in the system. However, one can not really compare the results obtained from 

optical conductivity experiments and scanning tunneling spectroscopy experiments. [7, 11-15]. 

 

In this chapter, we show an observation, that in films of NdNiO3 (NNO) grown on LaAlO3 (LAO) 

substrate (hereafter NNO/LAO), there is co-existence of two phases and it was mapped using 
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spatially resolved Scanning tunneling spectroscopy (STS) and supported by probes like 1/f noise 

spectroscopy and Impedance spectroscopy (IS). We find the phase co-existence even in the 

metallic phase of NNO (T > TMI), as the insulating state is approached on cooling (T→TMI), the 

DOS at the EF is not spatially homogeneous and shows depletion in pockets. Broadly there are two 

phases that co-exist in the film: a normal metallic phase, which has no depletion in DOS, which 

co-exists with another phase which has depletion in DOS. This is seen in the metallic phase with 

T > TMI. This observation is enabled by the spatial resolution of STS which is not possible to obtain 

in barrier type tunneling experiments as done in the past. The co-existing phases, in essence, make 

the material ‘inhomogeneous’ on a nanoscopic scale (few tens of nm) where the two co-existing 

phases evolve as the temperature is lowered and the MIT is approached.  

 

We also show that this inhomogeneous behavior observed through co-existence of two phases in 

STS is also observed in 1/f noise spectroscopy. The 1/f noise data shows that at the transition 

region the noise magnitude is severely enhanced with a shift of spectral weight to lower frequency 

and there is also an appearance of a strong non-Gaussian component. We further strengthen this 

claim by observation of a peak in the dielectric constant of the film at TMI that establishes the 

existence of internal boundaries between phases with different conductivities. The three 

observations together present a new view of MIT in the nickelates that have not been observed 

before.   

 

In this work, the films used are thick enough to be strain relaxed. However, they have a residual 

compressive strain that lowers the TMI and stabilizes the metallic phase with a positive temperature 

coefficient of resistance. We choose NNO/LAO for our experiment, because, the metallic state in 

NNO/LAO is stabilized strongly by the compressive strain and recent optical conductivity 

experiments on such films have shown that the Drude peak actually gets strengthened on cooling 

[13]. It is thus fascinating that even in such a system we observe the appearance of a phase with a 

depleted DOS. The present investigation adds a new dimension to this and shows that the opening 

up of depletion in DOS at EF has a spatial dependence that can co-exist with a normal conducting 

phase which follows parabolic dI/dV as expected for a metal-insulator-metal junction. 

To summarize this, In this chapter our results and discussion address to the following points:  
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 Observation of phase co-existence of high-temperature metallic phase and low-temperature 

insulating phase near the MIT. 

 The two phases have a spatially dependent DOS. One phase shows a normal DOS at EF 

while other phase shows a depletion in DOS at EF. 

 The observed phase co-existence is dynamic in nature. 

 We discuss certain scenarios which may be responsible for this phase co-existence. 

  

3.2 Strain state of the NdNiO3 film grown on LaAlO3 single crystal 

In this section, we will discuss the strain state of the NNO film grown on LAO single crystal. The 

XRD was used to calculate the substrate-induced strain (as discussed in chapter 2). The XRD 

pattern was recorded by varying the angle between the detector and incoming x-ray. Figure 3 (a) 

shows the 𝜔 − 𝜃  XRD scan which reveals that the film is strongly textured in the (100)pc or (110)o 

direction and the calculated substrate-induced strain (𝜀 =  
𝑑𝑏𝑢𝑙𝑘−𝑑𝑓𝑖𝑙𝑚

𝑑𝑏𝑢𝑙𝑘
) was near -0.5 %. (The strain 

calculated as a shift of the lattice constant from the bulk value).  

 

 

Figure 3 (a) XRD pattern shows the film and substrates reflection and (b) STM topography image 

of the film, the red lines are guided to the eye which shows the underlying terrace pattern in 

which the film was grown. 

The negative sign shows that in-plane strain is compressive in nature and subscript pc and o 

represents the pseudocubic and orthorhombic notation respectively. From the STM topography 

image in Figure 3(b), one can see that the film is strain relaxed and broken into coherent regions 
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(grains) ~ 40 nm in size. The grains are oblate with the long axis aligned to the underlying substrate 

terrace axis. The grown film has a thickness of nearly 60 nm. 

 

3.3 Resistivity as a function of temperature 

In this section, we discuss the resistivity measurement of the NNO film grown LAO substrate. In 

order to perform the electrical measurement, Cr/Au contact pads were made on the films by 

thermal evaporation. The resistivity measurement was done in a collinear four-probe geometry 

down to 30 K in a cryogen-free closed-cycle refrigerator. Other experimental details and schematic 

of resistivity measurements are given in chapter 2 of the thesis.  The distance between the voltage 

pads was 200 µm. Resistivity (𝜌) data (Figure 3.1(a)) show the transition from the metallic state 

to an insulating state. The compressive strain in the film stabilizes the metallic state, and the TMI 

is shifted to a lower temperature (Figure 3.1(b) shows the derivative  
𝑑𝜌

𝑑𝑇
  vs T). The changeover of 

the sign of the derivative curve where 
𝑑𝜌

𝑑𝑇
= 0 is taken as the TMI. For the cooling curve, the TMI is 

~110 K, and for the heating curve, it is around ~148 K. The ramp rate for the temperature sweep 

was adjusted to 1 K/minute.  

 

Figure 3.1 (a) Resistivity of NdNiO3 film as a function of temperature during heating and cooling 

cycle and (b) The derivative of resistivity as a function of temperature for both heating and 

cooling cycle. 

In the metallic state,  𝜌 ≈  2.5 mΩ-cm at room temperature (RT), and the temperature coefficient 

of resistivity (TCR)  ≡
𝑑𝜌

𝜌𝑑𝑇
  ~ 5x10-3/K. In metallic LaNiO3 film typically the ρ at RT is somewhat 
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lower (0.5-0.6 mΩ-cm) with somewhat higher TCR of ~ 8-10x10-3/K. The value of ρ, however, 

does depend on the substrate, thickness, and the oxygen pressure at growth. The crucial point here 

is to note that for T > TMI, the TCR is strongly positive and the resistivity is in the range of 

maximum metallic resistivity as proposed by Mott [1, 16, 18]. The hysteresis in the resistivity 

graph can be attributed due to the first-order nature of the phase transition. If this is the scenario 

we can expect co-existence of high-temperature metallic phase and low-temperature insulating 

phase in the transition region. In the next section, we show the observation of spatial phase 

separation near MIT. 

3.4 Spatial phase separation and observation of co-existing phases 

To probe the spatial phase separation near the MIT we have used a UHV Scanning Tunneling 

Microscope (STM). The STS provides the information on spatial dependence of the DOS at the 

Fermi level (EF) as discussed in chapter 2.  The data were taken at 256 points (16 × 16) over a scan 

area of 200 × 200 nm. At each point, the data were taken 10 times and then averaged. The tunneling 

conductance was measured in a modulation mode with a small ac bias.  The data were taken with 

a constant direct current (dc) bias (for keeping a fixed height of the tip above the film), and a small 

a.c modulation voltage (<< the dc bias) that has been used to measure the differential tunneling 

conductance(=
𝑑𝐼

𝑑𝑉
 ). The local tunneling conductance map is a contour plot of   𝑔 =

𝑑𝐼

𝑑𝑉
  taken at a 

fixed dc bias V. The dc bias thus defines the electron energy (E = eV).  

Figure 3.2 (a) and (b) shows the local conductance map of NNO film grown on LAO substrate 

observed for a bias voltage of 0.1 V.  The data are shown at two temperatures. One data is close to 

room temperature (290 K) where T >> TMI (Figure 3.2 (a)).  The map is shown as a normalized 

tunneling conductance ( 
𝑔

𝑔𝑟𝑚𝑠
) , where  𝑔𝑟𝑚𝑠  is defined as the root mean square (rms) value of 𝑔 

taken by a spatial average of the tunneling conductance’s for a given bias V over the 256 points. 

This method allows us to quantify the extent of spatial inhomogeneity that arises due to the spatial 

dependence of DOS.  At 290 K for V= 0.1 V,  𝑔𝑟𝑚𝑠 = 1.36x10-10 A/V.  As shown in Figure 3.2 (a), 

at 290 K the tunneling conductance is more or less uniform where the local value of  𝑔 is within  

0.8 to 1.2 of 𝑔𝑟𝑚𝑠, although there are small local patches (dark blue) where the value of 𝑔 is 

noticeably lower ( < 0.5𝑔𝑟𝑚𝑠) and even as small as  0.3𝑔𝑟𝑚𝑠.  The isolated pockets of such low 𝑔  
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have a length scale of a few tens of nanometers. The length scale over which conductance 𝑔  is 

uniform are relatively large and they extend over a few tens of nanometer length scales. This 

inhomogeneity can be called as weak phase separation. 

The inhomogeneity as measured by the spatial variation of  
𝑔

𝑔𝑟𝑚𝑠
 grows as the temperature is 

lowered, and closer to the transition region (T=130 K; Figure. 3.2 (b)), the sample is completely 

inhomogeneous and mostly consists of regions of rather low 𝑔  (i.e. regions with depleted DOS) 

i.e. lower than 0.3𝑔𝑟𝑚𝑠. At this temperature  𝑔𝑟𝑚𝑠 itself is low (~ 3.95x10-11 A/V). Due to the 

positive TCR, the ρ at 130 K is nearly 2 times lower than that at RT. However, the average 

tunneling conductance is lower than a factor of more than 3. Interestingly, at this temperature there 

are small pockets where the local tunneling conductance is relatively high, and 
𝑔

𝑔𝑟𝑚𝑠
  is >> 1. These 

pockets are tens of nanometer in size and are separated by regions of rather low tunneling 

conductance. These regions of high tunneling conductance are responsible for carrying the bulk of 

the conduction current, and we will see below that they are the reason for large resistance 

fluctuations that are non-Gaussian in nature. This co-existence of isolated metallic (high-

conductance) regions separated by regions of much less conductivity also leads to the peaking of 

the capacitance at TMI, as we will see in the impedance spectroscopy section.  

The co-existence of two phases with widely different tunneling conductances (𝑔) that have been 

seen in the conductance map as shown in Figure 3.2 (a) and (b), can be seen very clearly in the 

tunneling conductance (𝑔 − 𝑉) curves taken at different locations. This allows us to quantify and 

clearly identify the regions with depleted  𝑔. We also studied the evolution of  𝑔 − 𝑉 as a function 

of temperature with spatial resolution.  This is shown in Figure 3.3 (a), where we show the 

temperature evolution of the 𝑔 − 𝑉 curves at some of the marked locations (These regions are 

marked by respective symbols in Figure 3.2 (a) and 3.2 (b)). The red arrow marks the high 

tunneling conductance region and black arrow marks the low conducting region.  
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b 

Figure 3.2 Local tunneling conductance map at (a) 290 K (Weak phase separation) and (b) 130 K 

(Strong phase separation). The data are plotted as normalized conductance  
𝑔

𝑔𝑟𝑚𝑠
.  

 

The regions that show very high tunneling conductance show parabolic 𝑔 − 𝑉 curves i.e., 𝑔 = 𝛼 +

𝛽𝑉2  where α and β are related to DOS and mean tunneling barrier height. A parabolic  𝑔 − 𝑉  

curve is expected for a tunneling junction (with trapezoidal barrier formed by the vacuum barrier)   

with metallic electrodes and a nearly flat DOS, as in metal around EF [19].  As shown in Figure 3.3 

(a),  𝑔 − 𝑉 curves in the region of high tunnel conductance remain nearly parabolic, even on 

cooling, although their volume fraction decrease on cooling as shown in Figure 3.2.  In regions, 

where the tunneling conductance is low, the 𝑔 − 𝑉 curve is nearly parabolic at high temperatures, 

but on cooling, there occurs a clear deviation from the parabolic behavior, as the DOS near the 

Fermi level gets depleted. This shows up as a depression in the 𝑔 − 𝑉 curve near zero bias. To 

accentuate as well as quantify the deviation from the normal parabolic behavior, we plotted the 

normalized tunneling conductance 𝑔𝑛 , defined as 𝑔𝑛(𝑉) =
𝑔(𝑉)

𝑔𝑓𝑖𝑡 (𝑉)
, where 𝑔𝑓𝑖𝑡(𝑉) is the fit to the 

tunnel conductance data for |𝑉| ≤ 0.4 to the parabolic relation. This is shown in Figure 3.3 (b). For 

the data in the bias region |𝑉| < 0.2V where the depletion opens up, the normalized conductance 

curve shows a clear dip. We find that the dip in the tunneling curve in this region fits the relation 

 

                           𝑔𝑛(𝑉) = 𝑔0 [1 + (
|𝑉|

𝑉∗⁄ )
𝑛

],    (3.1)  

The energy scale 𝑉∗ =
Δ

e
  is the correlation gap [3, 17, 19].  We find that at T=130K at the transition 

region, the fit of the data to equation 3.1 gives the parameters 𝑛 =0.85 and ∆=18 meV (The value 
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of ∆ may grow at a lower temperature). The value of ∆ near the MIT is fairly close to the value of 

correlation gap (15 meV) near the MIT measured by barrier tunneling [25] and the ratio  
∆

𝑘𝐵𝑇𝑀𝐼
≈ 

1.5. This is much smaller than the correlation gap seen in LaNiO3 at low temperatures when it 

undergoes a disorder-induced MIT [4].  The exponent 𝑛 < 1  but is close to it, which has been 

seen in many oxides close to the critical region of MIT. In many oxides, barrier tunneling data 

show that as the MIT region is approached, n grows from n = 0.5 (expected of a DOS with soft-

gap and electron-electron interaction)  closer to 1 at the critical region [3, 20, 21]. A value of n = 

0.85 is thus consistent with the expectation from the MIT region. To rule out the fact that the dip 

in conductance is due to the depleted grain boundaries (if any), the data was taken on grain 

boundaries (GB) at 130 K and 290 K, however, a parabolic nature of differential conductance is 

consistent with the metallic 𝑔 − 𝑉 as shown in Figure 3.3 (c). 

 

The results depicted in Figure 3.2 and 3.3 very clearly show that there are two co-existing phases 

in the NdNiO3  film that evolve when the temperature changes. A region with depleted DOS shows 

up for T > TMI, which co-exists with a metallic phase. The depletion of DOS is enhanced as the 

transition region is approached from the metallic side on cooling. Likely, these are precursor 

regions where the insulating phase nucleates and eventually percolates through the whole sample 

at the MIT. Our results are in qualitative agreement with the barrier tunneling data reported before 

[4], which, however, is a spatial average over an extended region. The films used in this work are 

strain relaxed, and there are definite domains as seen by STM data. It will be tempting to attach 

the phase separation to the existence of these domains. It is quite likely that they act as nucleating 

centers for phase separation, but we note that there is an element of stochasticity in the formation 

of the phase separation. As a result, it is quite unlikely that the observed phase separation is 

completely determined by these domains. The size of the phase separated regions is much larger 

than the size of the domains. 
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Figure 3.3 (a) The bias dependence of the local tunneling conductance 𝑔 =
𝑑𝐼

𝑑𝑉
  taken at two 

locations marked by arrows in Figure 3.2, (b) The normalized tunneling conductance 𝑔𝑛  as 

defined in text for the region with low conductivity at 130 K, the solid line shows the fit to 

equation 3 and, (c) The parabolic nature of tunneling conductance at the grain boundary (GB). 

 

3.5 Dynamic nature of phase co-existence and 
𝟏

𝒇
 noise spectroscopy 

In the previous section, we have seen that STS results show that there is a phase co-existence near 

MIT that consist of regions that have different values of tunneling conductance. It is most likely 

that the phase with strongly depleted DOS has a low electrical conductance compared to the other 

phase that has no depletion in DOS and is the metallic part. The phase with depleted DOS may 

evolve at T << TMI as the insulating phase. But above TMI the depletion of DOS does not mean 

that the phase is insulating, and we refer to it as a “precursor insulator” (PI) phase.  
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The phase co-existence for T > TMI cannot be picked up easily by resistivity measurements alone 

because the metallic regions will carry the bulk of the current and will shunt the less conducting 

regions. A good probe of the electrical inhomogeneity that arises from such co-existing phases is 

1/f noise spectroscopy, which is more sensitive than the resistivity experiment [22]. The observed 

phase co-existence can be static or dynamic depending on the time scale associated with them. In 

a dynamic phase co-existence, a conducting (insulating) region can convert to an insulating 

(conducting) region by crossing an activation barrier that stabilizes the phases. This will give rise 

to a finite time for the dynamics to change. If that happens, one will get a resistance fluctuation 

that can be picked-up using 1/f noise spectroscopy, if the time window of the noise spectroscopy 

is compatible with the time scale of the dynamics. The dynamic phase co-existence leading to large 

1/f noise has been reported recently in SmNiO3 as well as in VO2 at the MIT [23, 24].   

 

The resistance fluctuation (noise) was recorded as a time series of voltage fluctuation  Δ𝑉(𝑡) in a 

current biased four-probe configuration as shown in Figure 3.4 (a). The measurement was done in 

a homemade set-up which uses an ac carrier frequency and the noise was measured in a bandwidth 

of 10 mHz to 10 Hz. The details of the noise measurements are given in chapter 2. At each 

temperature, the resistance fluctuation data were collected for ~ 16 minutes. The stability in the 

temperature at a given value during data acquisition was ±5 mK. This ensures that the fluctuation 

Δ𝑉(𝑡) data are free from thermal drift, Figure 3.4 (b) represents a flat background (Nyquist noise) 

at 220 K which itself suggest there is no thermal drift. Figure 3.4 (c) shows the spectral density of 

the voltage fluctuations across the sample and corresponding background noise, the spectral 

density of background noise is in good agreement with the theoretical value of 4kBTR at 220 K. 

The kB, T, and R represent Boltzmann constant, temperature, and resistance of the sample 

respectively. For R ~ 200 Ω, the power spectral density of Nyquist noise is of the order of 10-18. 

This has been shown in Figure 3.4 (b). 

 

We have calculated the normalized spectral power density ( 
𝑆𝑣(𝑓)

𝑉2  ) for the whole temperature region 

from the recorded voltage fluctuation time-series ∆𝑉(𝑡). The data are shown in Figure. 3.5 (a) 

taken at different temperature. The spectral power density shows a 
1

𝑓𝛼 behavior. The exponent 𝛼  

shows a clear dependence on temperature and its value range from 1 to 1.4 and is shown in Figure 

3.5 (b). 
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Figure 3.4 (a) Schematic of the noise measurement setup; Rs represents the standard series 

resistor, (b) The time series of the fluctuation across sample and background at 220 K and (c) The 

spectral density of the sample noise and background noise.  

 

The temperature variation of the normalized mean square resistance fluctuation ( 
𝛿𝑅2

𝑅2  ) is shown in 

Figure 3.5(c) (  
𝛿𝑅2

𝑅2
≡ 1/𝑉2 ∫ 𝑆𝑉(𝑓)𝑑𝑓

𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛
  , where, the 𝑓𝑚𝑖𝑛 and  𝑓𝑚𝑎𝑥 define the bandwidth of 

measurement).  In the metallic state both the mean square fluctuation 
𝛿𝑅2

𝑅2
 decreases on cooling. 

The temperature variation of the fluctuation is similar to that seen in metallic LaNiO3, as well as 

in conventional metals and alloys [25, 26]. This is primarily due to a decrease in defect activation 

that contributes to the 1/f noise on cooling. However, due to an even sharper rise of R as well, the  

𝛿𝑅2

𝑅2  decreases below TMI.  The transition region marked in Figure 3.5(c) is expanded and shown in 

the inset. It can be seen that in the transition region there is a rise in 
𝛿𝑅2

𝑅2
  over the small temperature 

range of 130 K to 149 K.  The sharp rise occurring in the transition region is a clear signature of 

phase co-existence. 
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Figure 3.5 (a) Normalized spectral power density of fluctuation as a function of frequency at 

different temperatures (data taken during a heating cycle), (b) Variation of the exponent α with 

temperature T, and (c) Normalized mean square resistance fluctuation shown as a function of 

temperature T. The inset shows the expanded part of the marked region. 

 

This is similar to that seen in the region of MIT in SmNiO3 and VO2 [23, 24]. We also note that 

there is a sharp rise in 𝛼 in the same region where the resistance fluctuation also shows a clear 

jump. In general in  
1

𝑓𝛼
  noise in solids the exponent 𝛼 is generally ≤ 1.2 when the fluctuation 

predominantly arises from activated lattice defects that act as electron scattering centers. The 

sudden rise of 𝛼 in the transition region would mean that there is a spectral shift of fluctuation in 
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the low-frequency region.  This can be also seen in Figure. 3.5 (a) which shows the shift for the 

data at two temperatures (130 K and 135 K) close to the transition. 

   

In addition to the change in the spectral power density 𝑆𝑉(𝑓) as well as the fluctuation 
𝛿𝑅2

𝑅2  evolving 

with the temperature that shows a clear signature of phase co-existence, we find that the resistance 

fluctuation becomes strongly non-Gaussian at the transition region (T~TMI)  where there is a sharp 

rise in the fluctuation. To establish the non-Gaussian behavior we calculate the second spectrum 

which is given as: 

 

                       𝑆2(𝑓2) =  
∫ <∆𝑉(2)(𝑡)∆𝑉(2)(𝑡+𝜏)>cos (2𝜋𝑓2𝜏)𝑑𝜏

∞

0

[∫ 𝑆𝑉(𝑓1)𝑑𝑓1
𝑓𝐻

𝑓𝐿
]2

          (3.2)  

 

Where f1 and f2 are the frequencies associated with the first and second spectrum respectively. The 

spectrum has been calculated within the frequency bandwidth of 0.25 Hz, where f1 is 0.25 Hz, fL 

=0.25 Hz, and fH = 0.5Hz. In Figure 3.6 (a) we show the second spectral density 𝑠2(𝑓2 ) as a 

function of frequency (f2) at a different temperature, which shows the evolution of  𝑠2(𝑓2 ) as we 

approach the TMI. It can be seen that there is a large jump in the spectral weight as the transition is 

approached. 𝑠2(𝑓2 ) is normalized by the square of the first spectrum so that for a perfect Gaussian 

fluctuation it is equal to 3. Any deviation from 3 would measure the extent of non-Gaussianity. 

The large change in the second spectrum close to TMI can be better appreciated from the magnitude 

of the integrated normalized second spectrum, Σ2  = ∫ 𝑆2(𝑓2)𝑑𝑓2
𝑓𝐻−𝑓𝐿

0
.  Another way to establish 

the non-Gaussianity is to plot the probability distribution function as a function of mean square 

fluctuations. The probability distribution function for a Gaussian distribution centered at zero 

means follows: 

                                       

                                              𝑃(|∆𝑉|) =  
1

√2𝜋𝜎
exp (

−(|𝑉|)2

𝜎
)                       (3.3) 
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For a Gaussian distribution, plotting lnP(|∆V|) as a function of (|𝑉|)2 should give a linear plot 

and any deviation from the linearity would signify the non-Gaussianity. Figure 3.6 (b) represents 

a clear non-Gaussian tail for 140 K as we approach the phase co-existence region. 

 

Figure 3.7 shows the integrated value of the second spectra Σ2 over the entire temperature range. 

It can be seen that there is a rise in  Σ2 of nearly 1.5 orders in the transition region. We also show 

the  
𝑑𝜌

𝑑𝑇
  in the same graph. There is a clear dependence of  Σ2 on 

𝑑𝜌

𝑑𝑇
.  At a temperature greater than 

180 K (in the metallic region) where  
𝑑𝜌

𝑑𝑇
  is more or less constant and positive, Σ2 is low and also 

constant. For temperature, less than 180 K, as the transition region is approached  
𝑑𝜌

𝑑𝑇
  changes sign 

and the resistance starts to change rapidly. At this range, Σ2 shows a rapid rise and eventually at a 

lower temperature as 
𝑑𝜌

𝑑𝑇
 starts to approach a high (negative) value,  Σ2 passes through a peak and 

also goes to a low value. In the region marked by arrows in Figure 3.7, 

 

 

 

Figure 3.6 (a) Normalized second spectra 𝑆2(f2) calculated at different temperatures and (b) 

probability distribution function for a Gaussian and non-Gaussian fluctuation (non-linear tail). 

 

Where the relative volume fraction of the two co-existing phases changes, Σ2 shows a large value. 

Figure 3.7 clearly establishes that the inhomogeneity (resulting from the two co-existing phases) 
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as observed in the spatially resolved tunneling spectra also leads to phase co-existence of two 

phases with different electrical conductivities which is picked up by the noise data as well.  

 

                   

Figure 3.7 Normalized variance (Σ2) of second spectra and 
𝑑𝜌

𝑑𝑇
 as a function of temperature T, the 

arrows mark the region of phase co-existence. 

 

3.6 Additional confirmation of phase co-existence by Impedance Spectroscopy 

In this section, we will present an additional confirmation using impedance spectroscopy. The STS 

as well as the 1/f noise data, clearly establish that there is a phase co-existence of two phases with 

different tunneling as well as electrical conductivities. These two co-existing phases will have 

interface regions where the charge relaxation will be controlled by the electrical conductivities of 

the surrounding regions. Close to MIT, it may happen that regions of higher conductivities will be 

surrounded by regions of lower conductivities. These regions will then behave as “capacitors”.  It 

has been shown recently [27] that the existence of such internal interfaces between co-existing 

phases may enhance the dielectric constant. We carried out impedance spectroscopy to provide 

additional support to the observation of phase co-existence.   

Impedance spectroscopy in the film was measured using an LCR meter in a frequency range of 40 

Hz to 1 MHz in the temperature range 80 K to 300 K. To avoid the stray capacitance from the 

connecting cables we performed the open circuit and short circuit compensations. The detailed 
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impedance (Z) data taken in the heating cycle (Total impedance (Z) as a function of frequency and 

temperature) are given in Figure 3.8 (a) and (b). The impedance data were fitted with a model with 

equation 3.4. Inset in Figure. 3.10 shows the model. The Rc, Cc, and Rs were modelled as contact 

resistance, samples capacitance including stray capacitance and sample resistance respectively. 

The impedance data of the film can then be given by the following relation:                                            

                                              𝑍(𝜔) = 𝑅𝑠 + 
𝑅𝑐

1+𝑗𝜔𝑅𝑐𝐶𝑐
                             (3.4)  

 
 

Figure 3.8 Total impedance (Z) as a function of frequency and temperature, the solid lines show 

the fit to equation 3.4. 

In equation 3.4, for 𝜔 →0,  𝑅𝐶 + 𝑅𝑆 ≈  2- probe dc sample resistance between the leads. From the 

values of RS and RC obtained from the fit of the data at different temperatures, it was validated that 

it is indeed the 2- probe dc sample resistance between the leads. This is shown in Figure 3.9.   The 

value of the capacitance  𝐶𝑐 as a function of the scaled temperature  
𝑇

𝑇𝑀𝐼
  is shown in Figure 3.10.  

It is interesting that  𝐶𝑐 shows a broad peak around 
𝑇

𝑇𝑀𝐼
≈1 where the resistance fluctuation (

𝛿𝑅2

𝑅2
 ) 

as well as the second spectrum of the fluctuation (Σ2 ) also show a peak.  The value of the 

capacitance 𝐶𝑐  remains high even well into the metallic phase up to 
𝑇

𝑇𝑀𝐼
≈1.6 and then starts to go 

done beyond that. It is likely that at this temperature the phase co-existence begin to appear. This 
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is corroborated by the temperature variation of the integrated second spectrum Σ2 (see Figure 3.7) 

where we observe that Σ2 starts to rise at T ≈ 180 K.    

 

 

Figure 3.9 The 2 probe dc resistance and the total resistance (RC + RS) obtained from the fit shown 

as a function of T. 

 

Figure 3.10 Capacitance Cc as a function of T/TMI  
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3.7 Discussion  

The results of the STS presented in this chapter clearly show two co-existing phases (with 

nanoscopic dimensions), one phase which has a depletion in DOS and a metallic phase which has 

no depletion in DOS. Using 1/f noise spectroscopy (including analysis of fluctuations of higher 

moments) as well as impedance spectroscopy we show that these two phases have different 

electrical conductivities. The volume of these two phases, as well as relative values of their 

conductivities also evolve on cooling. The low conducting phase (depleted DOS) most likely 

evolves into the insulating phase. While no claim can be made of the generality of this observation 

in the case of films of other oxides undergoing MIT, the observation nevertheless has a generic 

content that may apply to other systems as well. 

The observations that we made depend on crucial physics that there is indeed co-existence of a 

phase with depleted DOS in NdNiO3 and more importantly the DOS in such a system becomes 

spatially dependent. We argue that recent theoretical developments indeed lead to this type of 

scenario in strongly correlated oxides. Predictions of a soft-gap in presence of correlation (long-

range Coulomb interaction) and disorder with parabolic energy dependence near EF have been 

known for a long time [1, 2]. Recently, it has been shown that a soft gap or a depleted DOS (with 

a power-law density of state) can arise even for short-range interaction [4]. These approaches, 

however, don’t raise the possibility of phase separation of a DOS depleted phase and a metallic 

phase so that one may have electronic phase-separation and phase co-existence. The possibility of 

interactions leading to a situation of electronic phase separation has been proposed in the context 

of manganites [28]. It was proposed that electrons populating the doubly degenerate eg state 

(around Mn ions) can have the presence of two types of carriers.  One type is a band like electrons 

and the other type is more localized polaronic states. Existence of strong Coulomb repulsion 

between the two types of electrons was shown to lead to nanoscopic phase separation. There is an 

apparent similarity of this picture which has been observed by the STS data. The electrons in 

nickelates have strong interaction with the lattice and have polaronic nature. However, it is not 

clear at this stage whether a similar scenario exists in nickelates that one may observe a phase 

separation.  Another scenario may also be considered. It has been suggested that the strain breaks 

the degeneracy of the Spin-Orbit and Crystal Field-Effect determined eg orbitals [13, 29]. The 

occupancy of the orbitals split by the strain would depend on the nature of the strain 
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(compressive/tensile).  Presence of local strain inhomogeneity can, in fact, lead to occupancy of 

orbitals of different type and thus different phases. More recently the observation of negative 

magnetoresistance for NdNiO3 films suggest that the emergence of the Zeeman splitting of 

localized states due to the thermally induced local disorder may also lead to such phase co-

existence [30]. 

Our investigation of phase co-existence deals with two fluctuations: the temporal fluctuation, as 

recorded by the noise spectral power, and the spatial fluctuation that has been observed through a 

scanning probe like STS. A pertinent question arises whether a direct connection can be established 

between the two. The phase co-existence has been probed by both the probes yet it is not straight 

forward to establish a quantitative connection between the two. This is because of the time scales 

of observations and data acquisition associated with the two probes are different. The map of the 

local conductance 𝑔 from which the spatial fluctuation has been observed has been taken over a 

time scale of ~ 2.5 sec at a given spot. The noise spectra have been acquired over a time scale of 

~ 16 minutes. This gives the time scale (spectrally resolved) of the dynamics that are associated 

with the resistance fluctuations. In the scale over which the fluctuation is imaged by STS image 

can thus be considered as a “snap-shot” of the temporal fluctuation.  The spatial data also has an 

averaging effect over a longer time scale due to small and random thermal drift that blurs out some 

of the contrast in the images of spatial fluctuation.  Due to these effects, the time scale associated 

with the spatial fluctuations cannot be uniquely specified. As a result, no tight quantitative 

correlation between the temporal fluctuation (noise spectroscopy) and the spatial fluctuation (STS) 

data can be established although one can image by STS the spatially resolved fluctuation over a 

finite time scale. 

The large resistance noise, in particular, the non-Gaussian fluctuation, arises in the transition range. 

In this temperature range the STS data show the metallic regions (regions with large tunneling 

conductance) have low volume fraction and are not connected. However, they can carry large 

current density, this may lead to a charging and discharging of the metallic islands which are 

separated by a phase of low conductance. This phenomenon can give rise to large noise due to 

charge fluctuation. The large non-Gaussian component of the fluctuation arises from the transport 

through a system that has such isolated metallic islands due to the correlation of the current paths 

that develop by a random (and dynamic) time-dependent distribution of current paths [31, 32].  
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3.8 Conclusion 

To conclude, our study established that the MIT in a film NdNiO3 shows phase separation in the 

nanoscopic scale (few tens of nanometers) and phase co-existence. We have used three techniques 

namely scanning tunneling spectroscopy (STS), noise spectroscopy and impedance spectroscopy 

(IS) experiments to establish the phase co-existence. The local conductance map generated from 

the STS shows that how the inhomogeneity is associated with the phase co-existence. The two co-

existing phases (with nanoscopic dimensions) have different contribution to the DOS, where one 

phase has depletion in DOS and a normal metallic phase which has no depletion in DOS. It appears 

that the phase co-existence may actually start well above the MI transition temperature (
𝑇

𝑇𝑀𝐼
 ≈1.6) 

and the system becomes highly “inhomogeneous” electronically close to the transition 

temperature. We suggest that such phenomena reported in the context of NdNiO3 may actually be 

generic in nature. Such phase separation may be associated with other strongly correlated systems 

that show a temperature-driven MIT. 
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Chapter 4 Continuous transition from weak localized regime to a 

strongly localized regime in Nd0.7La0.3NiO3 films 

 

In this chapter, we show how a combination of factors like strain, substrate symmetry, and disorder 

plays an important role in the transport properties and can change the nature of the metal-

insulator transition (MIT). The combination of these factors make substituted nickelates 

(Nd0.7La0.3NiO3) (that are known to exhibit first-order Mott type transition), undergo a continuous 

transition as seen in systems undergoing disorder/composition driven Anderson transition. Our 

investigation was done on Nd0.7La0.3NiO3 films grown on crystalline substrates of LaAlO3 (LAO), 

SrTiO3 (STO), and NdGaO3 (NGO) by pulsed laser deposition (PLD). The conductivity 

measurement shows that film grown on LAO experiences a compressive strain and shows metallic 

behavior with the onset of a weak resistivity upturn below 2 K which is linked to the onset of weak 

localization (WL) contribution. Films grown on STO and NGO show a cross-over from a Positive 

Temperature Coefficient (PTC) resistance regime to Negative Temperature Coefficient (NTC) 

resistance regime at definite temperatures. Our results establish that a cross-over from PTC to 

NTC does not necessarily constitute an MIT since the extrapolated conductivity at zero 

temperature (𝑙𝑖𝑚
𝑇→0

𝜎 = 𝜎0) is small, but finite, which shows a signature of the bad metallic state as 

well as an absence of an activated transport.  
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4.1 Introduction 

Often the metal-insulator transition temperature ( TMI ) is identified as a cross-over from a positive 

temperature coefficient of resistivity (PTC) (
𝑑𝜌

𝑑𝑇
> 0) to a negative temperature coefficient of 

resistivity (NTC)(
𝑑𝜌

𝑑𝑇
< 0). However, without any qualification, this does not necessarily mean 

entry to an insulating state and the cross-over temperature cannot be recognized as TMI. For many 

cases, this identification of metal-insulator transition (MIT) may indeed be correct but the pristine 

definition of the insulating state tells that the conduction is activated and an absence of conduction 

by the extended state would mean lim
𝑇→0

𝜎 → 0. There is enough evidence to suggest that a cross-

over from PTC to NTC region may occur when 𝜎 < 𝜎𝑀𝑜𝑡𝑡 and it has been seen in many disordered 

oxides as well as semiconductors [1-6]. The continuous MIT has been widely studied in oxides 

like LaNiO3, SrRuO3, LaNi1-xCoxO3, NaOsO3, and NaxWO3 [7-12]. These studies show that the 

role of disorder, reduced dimensionality, and renormalization of electron-electron interactions at a 

lower temperature can give rise to an upturn in the resistivity which may be considered as a 

quantum correction to the conductivity [6-10]. 

In such a system, the tunneling conductance (that measures the density of states (DOS) at the Fermi 

level (EF)) can become temperature dependent due to the presence of correlations. This has been 

predicted theoretically and also observed in oxides as well as doped semiconductors [13]. It has 

been seen that quantum-confined LaNiO3 shows such a transition from first-order MIT to 

Anderson transition [10]. Theoretical investigations have also raised the possibility that disorder 

in a Mott insulator can tune the MIT to a continuous transition [14, 15]. The disorder-induced 

continuous transition has been proposed in the context of a half-filled Anderson Hubbard model 

at a finite temperature where the quenched disorder, as well as the auxiliary field fluctuations, is 

responsible for Non-Fermi Liquid scaling [14]. 

Coming to the nickelates, the MIT in substituted nickelates (Nd1-xLaxNiO3) has been investigated 

for different x. The temperature dependent resistivity measurements show that Nd1-xLaxNiO3 (x > 

0.4) system is completely metallic with a temperature-driven metallic to semiconductor transition 

for x ≤ 0.35 [7, 16].  Results on Nd1-xLaxNiO3 thin films suggests that the MIT looks similar to 

their bulk counterpart, but a change in the lattice constant and the Ni-O bond angle shifts the TMI to 

a slightly lower temperature [7]. Our study has been principally motivated by the identification of 
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metallic and insulating state in Nd1-xLaxNiO3 when x is close to xc and modifications that occur 

due to strain, quenched disorder (due to substitution) and orthorhombic distortion. 

Our investigations focus on Nd0.7La0.3NiO3 system. The substitution of Lanthanum (La) in 

(Neodymium) Nd (Nd1-xLaxNiO3) poses an interesting set of questions. For x below a certain La 

concentration xc (xc ≈ 0.35  discussed below) the finite TMI  is sustained as expected for a 

temperature-driven MIT. However, for xc  ≥ 0.35  the transition may take the characteristics of a 

composition driven MIT as seen for Anderson transition. It is expected that for a critical 

concentration of  La the transition would show features of both “Mott” and “Anderson” transition, 

the issues like weak localization (WL) and quantum corrections to conductivity will appear to 

contribute with the Mott-type transition. In this regime along with strain, factors like quenched 

disorder (cationic disorder) will also play an important role.  

Conventional wisdom says that in a system like Nd1-xLaxNiO3, where the insulating state is 

severely suppressed due to the presence of La, the cross-over from PTC to NTC does not 

necessarily mean MIT. This issue assumes particular renewed significance in doped NdNiO3 as in 

Nd1-xLaxNiO3, where, there exists a critical concentration (xc) and it becomes metallic for  x >  xc 

(as discussed before). The question that we would like to raise and investigate is whether the 

transition from PTC to NTC  close to xc can be a  continuous transition and the cross-over from a 

PTC to NTC at some finite  temperature T∗ need not necessarily signify  MIT as one would see in 

a Mott type transition. 

In this chapter, the issue of continuous transition for the substituted Nd1-xLaxNiO3 (x = 0.3) system 

has been investigated in the context of perturbative effects from physical factors like strain, 

substrate symmetry, and quenched disorder that can tune the nature of the transition. The particular 

composition being used here Nd1-xLaxNiO3 (x = 0.3) is at the verge of a composition driven MIT. 

In the bulk, the sample with x = 0.3 shows a metallic behavior at a higher temperature and an 

upturn in resistivity at a lower temperature [16]. The resistivity data down to 4.2 K was interpreted 

using variable range hopping, indicating an insulating state. Thin films (8 Unit Cell) of Nd1-

xLaxNiO3 (x = 0.25) grown on LaAlO3 show a metallic resistivity down to 75 K and an upturn in 

resistivity below 75 K [7]. If upturn in resistivity is taken as TMI, the phase diagram of Nd1-

xLaxNiO3 films suggests that x∗~ 0.35 [7]. In both the studies, an upturn in resistivity was 
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identified as TMI. From the x −  TMI  phase diagram, it appears that the composition x = 0.3 is on 

the insulating side though close to the composition driven MIT.  

Our investigation has been done on films of Nd1-xLaxNiO3 (x=0.3) grown on single-crystal 

substrates of LaAlO3 (LAO), SrTiO3 (STO) and NdGaO3 (NGO). The crystal structures of 

substrates used LAO (100), STO (100), and NGO (100) are rhombohedral, cubic, and 

orthorhombic respectively, as seen in Figure 4.1. 

The main motivation for choosing different substrate are: 

 To vary the amount of built-in strain that ranges from compressive to tensile. 

 The cubic symmetry imposed by the LAO and STO due to their cubic nature while 

orthorhombicity for film grown on NGO. 

 The orthorhombic distortion imposed by the NGO (100) which can push the transition 

temperature to a higher value and it has been already reported for NdNiO3 [17].  

The question we have asked here is, even if we tune the transition to a somewhat higher 

temperature (by inducing orthorhombic distortion using NGO (100)), does the nature of transition 

retain its first order character or it shows a metallic state albeit with very low 𝜎 (𝑇 = 0), but finite. 

 

Figure 4.1 The pseudocubic lattice parameters and symmetry of substrates used and 

Nd0.7La0.3NiO3 bulk. 

4.2 Substrate induced strain in Nd0.7La0.3NiO3 films 

In this section, we will discuss the nature of strain experienced by the films when they have grown 

on different crystallographic substrates. The X-ray diffraction (XRD) θ − 2θ scan is plotted in 

Figure 4.2, where the intensity is plotted in log scale. This rules out the presence of any other phase 

and the data show that the films are free from minority/impurity phases. The monitored XRD peaks 

for substrates match with their standard Braggs reflection. The full width at half maxima (FWHM) 
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was calculated by performing a peak fitting. The different 2θ values for films indicate a change in 

lattice parameters due to the substrate-induced strain. To quantify the strain, in-plane misfit 

strain (𝜖𝑖𝑛−𝑝𝑙𝑎𝑛𝑒) has been calculated as follows: 

                                                 𝜖𝑖𝑛−𝑝𝑙𝑎𝑛𝑒 = 
𝑎𝑠𝑢𝑏  − 𝑎𝑏𝑢𝑙𝑘

𝑎𝑏𝑢𝑙𝑘
              4(a) 

Where 𝑎𝑠𝑢𝑏 and 𝑎𝑏𝑢𝑙𝑘 are the pseudocubic lattice parameter of substrate and NLNO bulk 

respectively. The out of plane strain (𝜖𝑜𝑢𝑡 𝑜𝑓 𝑝𝑙𝑎𝑛𝑒) was calculated as follows:        

                                           𝜖𝑜𝑢𝑡 𝑜𝑓 𝑝𝑙𝑎𝑛𝑒  = 
2𝜈

(𝜈−1)
*𝜖𝑖𝑛−𝑝𝑙𝑎𝑛𝑒       4(b) 

Where 𝜈  is the Poisson ratio. For NdNiO3,  ν = 0. 25 [18] and the out of plane strains are given 

as ϵ𝑜𝑢𝑡 𝑜𝑓 𝑝𝑙𝑎𝑛𝑒 = -0.66ϵ𝑖𝑛−𝑝𝑙𝑎𝑛𝑒. The orthorhombic NLNO film and NGO substrates can be 

represented in pseudocubic notation as apc = bpc = 
1

2
√(𝑎𝑜𝑟

2 + 𝑏𝑜𝑟
2 ) and cpc = 

𝐶𝑜𝑟

2
.   

The XRD data show that NLNO/LAO and NLNO/STO films are strongly textured in the (110) 

direction with a similar full width at half maxima (FWHM), while NLNO/NGO film is textured 

along (100) direction with a relatively low value of FWHM. (The Miller indices of peaks from 

which FWHM are calculated are given in Table 4.1). The different growth directions and FWHMs 

can be attributed to the fact that films NLNO/STO and NLNO/LAO have a cubic symmetry while 

the film NLNO/NGO has an orthorhombic symmetry which arises from the different 

crystallographic nature of the substrates. In Table 4.1 the relevant structural parameters like lattice 

parameters (a, b, c), pseudocubic lattice parameters (apc), crystal structures, strains, growth 

directions and FWHM are summarized. The in-plane strain is compressive for the film 

NLNO/LAO while it is tensile for the films NLNO/STO and NLNO/NGO. The in-plane strain is 

expected to be almost isotropic for the films grown on rhombohedral LAO (a = b ≠ c) and cubic 

STO (a = b = c) substrates since a, and b can change freely in (110) direction, this has been shown 

for SrRuO3 (110) and NdNiO3 (110) films [17, 19, 20]. However, due to orthorhombic distortions 

(a ≠ b ≠ c), the in-plane biaxial strain in the NLNO/NGO film is expected to be anisotropic. The 

XRD thus establish that the substrate symmetry plays an important role in the film growth and 

nature of strain experienced. 
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Figure 4.2 XRD scan of NLNO films grown on LAO, STO, and NGO single crystal substrates. The 

intensities are plotted on log scales. 

 

Due to relatively larger thickness, films are not coherently strained as it happens in very thin films 

(few unit cells). Nevertheless, a mismatch between substrate and film lattice constants lead to 

interfacial strain and the relaxation of interfacial strain leads to additional disorder. This adds to 

the quenched disorder arising from a random substitution of Nd (1.163𝐴°) by La (1.216𝐴°) [21, 

22]. This two quenched disorders would contribute to electronic transport in this system. 

 

Table 4.1 Structural parameters of NLNO bulk, substrates, strain, and FWHM as obtained 

from XRD curves. The subscript in FWHM shows the Miller indices for the peaks for which 

FWHM was calculated. 

Sample Crystal 

Structure 

a (Å) b (Å) c (Å) apc(Å) FWHM(Mill

er Indices) 

𝝐𝒊𝒏−𝒑𝒍𝒂𝒏𝒆  𝝐𝒐𝒖𝒕 𝒐𝒇 𝒑𝒍𝒂𝒏𝒆 

NLNO(bulk)

[16] 

Orthorhombic 5.403 5.377 7.644 3.82      -     -        - 

LAO Rhombohedral 3.79 3.79 13.11 3.79 0.27(220) -0.79  0.52 

STO Cubic 3.905 3.905 3.905 3.905 0.30(220)  2.22 -1.46 

NGO Orthorhombic 5.43 5.50 7.71 3.86 0.18(200)  1.04 -0.68 
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4.3 Resistivity as a function of temperature down to 0.3 K 

 

To check whether the films grown on different substrates show a transition from PTC to NTC, the 

resistivity as a function of temperature down to 0.3 K was measured in a collinear four-probe 

configuration. The resistivity (𝜌) data for all the films are shown in a linear temperature scale in 

Figure 4.3. Data have been taken in the heating cycle. At room temperature, 𝜌 is lowest in 

NLNO/LAO with compressive in-plane strain and highest for the film NLNO/STO which has 

highest built-in in-plane tensile strain (Table 4.1). The derivative 
 dρ  

dT
 has been used to mark the 

cross-over temperature T∗ from PTC to NTC behavior.  The derivative 
dρ

dT
= 0 defines T∗. A clear 

cross-over with well-marked T* has been seen for the films with tensile strains (grown on NGO 

and STO, marked by arrows) while for the film with compressive strain grown on LAO, no clear 

T∗ is observed. 𝜌 for NLNO/NGO at 300 K is substantially lower than that of  NLNO/STO. 

However, due to rather large  T∗ ≈ 150 K, at lower temperature 𝜌 of the film, rises rapidly on 

cooling and for T < 50 K,  it becomes larger than that of the NLNO/STO film. 

 

Figure 4.3 Resistivity (ρ) as a function of temperature T for NLNO films grown on LAO, STO, and 

NGO single crystal substrates. The fit to equation 4.3 are shown as solid lines. 
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4.3.1 Interpretation of extrapolated zero temperature conductivity  

 

To understand the behavior of conductivity as T → 0, we have converted the resistivity data into 

conductivity. Conductivity (𝜎(𝑇))  data for the three samples for the entire temperature range (0.3 

K - 300 K) are shown in Figure 4.4. The films with tensile strain, 𝜎(𝑇) shows positive temperature 

coefficients of conductivity (
𝑑𝜎

𝑑𝑇
> 0) below 100 K, as has been seen at low-temperature limits in 

transition metal oxides close to the composition driven MIT [2, 3, 13]. It is well known that the 

power laws at low temperature follow the relation 𝜎 = 𝜎0 + 𝑚𝑇𝑝  for metals and 𝜎 =

𝜎0 𝑒𝑥𝑝 (− (
𝑇0

𝑇
)

𝑝

) for insulators. For metals, 
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
→ 0 as the temperature approaches 0 K while for 

insulators  
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
→ ∞  as the temperature approaches 0 K [1, 2]. 

 

Figure 4.4 Conductivity (σ) as a function of temperature T in the three films of NLNO grown on 

LAO, STO, and NGO single crystal substrates. The inset shows the derivative W ≡
 dlnσ

dlnT
 as a 

function of temperature for T < 10 K. 

 

To establish that the conductivity though low, reaches a finite value as T → 0 (lim
𝑇→0

𝜎(𝑇) ≠ 0), we 

have plotted the derivative 𝑊 ≡
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
 vs T in the inset of Figure 4.4 for  T ≤ 10 K [18, 37]. For 

an insulator, lim
𝑇→0

𝜎(𝑇) = 0 due to activated nature of the conductivity, and W diverges as T → 0.  



Chapter 4: Continuous transition from weak localized regime to a strongly localized regime…  

 

83 
 

On the contrary, when 𝜎(𝑇)  approaches a finite value however small it may be, lim
𝑇→0

𝜎(𝑇)  ≠ 0, 

W → 0 as T → 0. Inset of Figure 4.4 shows that in all the three films indeed W → 0 as T → 0  

signifying a finite zero temperature conductivity. This establishes that at low temperatures in all 

the three films lim
𝑇→0

𝜎(𝑇) ≠ 0. For NLNO/LAO  lim
𝑇→0

𝜎(𝑇) ~ 300 S/cm, in films with tensile strain, 

𝜎(𝑇) though finite are very low, particularly in the film NLNO/NGO.  

The data thus support the hypothesis that a combination of physical factors like the strain, lattice 

symmetry, as well as disorder can make the MIT continuously tunable close to a critical 

composition on La substitution and the first-order MIT seen in NNO is not observed. In general, 

in a disordered system, it has been shown that strain, hydrostatic pressure, as well as disorder, can 

tune in a continuous MIT as has been shown in Si:P system close to the critical P concentration 

[1, 23-26]. This is also well documented for other disordered oxides [1-6, 8-10]. In La substituted 

NLNO, approach to the MIT thus assumes the nature of a disorder and composition driven 

Anderson transition.  

The approach to MIT in the low-temperature regime in an Anderson transition generally follows 

a power law in the metallic side of the transition [25]. The 𝜎(𝑇) vs T data at low T (T ≤ 2 K) is 

fitted with a power-law in linear scale (Figure 4.5 (a)) to derive the limiting conductivity: 

                              𝜎(𝑇) = 𝜎0 + ATn                                    (4.1) 

The low temperature limiting power-law behavior starts in the three films at different temperatures. 

For NLNO/LAO it starts below 2 K. For NLNO/STO it starts below 20 K and in NLNO/NGO at 

somewhat higher temperatures. However, to bring them on the same basis, the power laws have 

been fitted at T ≤ 2 K for all the films.  The exponent 𝑛 evolves as 𝜎0 decreases when it approaches 

to the MIT. The data are very similar to that observed previously on a number of disordered oxides 

undergoing Anderson type MIT [1-3, 6, 8, 9]. 

Figure 4.5 (b) shows the evolution of 𝜎0 as a function of n, which is a parameter that measures 

closeness to MIT. Of particular interest is the value of 𝑛 ≈ 1 seen in the film on NGO substrate, 

and has the lowest value of 𝜎0. In oxides with similarities to NNO, it has been seen that close to 

the MIT, the exponent 𝑛 → 1 [2]. Often a scale of Mott minimum metallic conductivity (𝜎𝑀𝑜𝑡𝑡) is 

used as a scale of conductivity that signals a transition to a bad metallic state. For most oxides like 
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NNO where the charge density is in the vicinity of 1022𝑐𝑚−3, 𝜎𝑀𝑜𝑡𝑡 ~ (5 − 10) × 102  𝑆/𝑐𝑚. 

Thus for the film NLNO/LAO, 𝜎0 ~ 𝜎𝑀𝑜𝑡𝑡 and for the other two films 𝜎0 ≪  𝜎𝑀𝑜𝑡𝑡 .The value of 

𝜎0 is also a small fraction of the parameter 𝜎𝑀𝐼𝑅(𝜎0 ≪  𝜎𝑀𝐼𝑅  ≡ 𝜌𝑀𝐼𝑅
−1 ), this makes the metallic 

state below T∗ a bad metallic state. We can also make a comparison with 𝜎𝑀𝐼𝑅 (𝜎𝑀𝐼𝑅 ≡
1

𝜌𝑀𝐼𝑅
≈

3000 − 5000 𝑆/𝑐𝑚). 

 

Figure 4.5 (a) The experimental data and fit to equation 4.1 for films grown on all three substrates 

for the range 0.3 K ≤ T ≤ 2 K and (b) 𝜎0 as a function of exponent  𝑛 for NLNO films grown on 

LAO, STO, and NGO single crystal substrates. 
 

Table 4.2 Parameter values for the fit of conductivity data to equation 4.1 for the range 

𝟎. 𝟑 𝐊 ≤ 𝐓 ≤ 𝟐 𝐊 

 

Sample n σ0    (S/cm) A (S/cm𝐊−𝒏) 

NLNO/LAO 2.20 ± 0.240   343.28 ± 0.02 0.21 ± 0.03 

NLNO/STO 0.24 ± 0.008   16.10  ± 0.06 2.03 ± 0.06 

NLNO/NGO 1.02 ± 0.007  9.011 ± 0.003 0.494 ±0.004 
 

In NLNO/LAO which has the highest conductivity, the behavior is metallic in all regions (with 

PTC) and the conductivity is essentially flat below 30 K with a small 
𝑑𝜎

𝑑𝑇
 as expected from 

corrections to conductivity arising from weak localization [2,25]. In this regime, the correction to 

conductivity due to disorder is small and is given by [25]: 

 

           𝜎(𝑇) = 𝜎0 + 𝑘𝑇𝑝/2    (4.2) 
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Where the factor 𝑘 ≡
2𝑒2

𝜉ℎ𝜋2
, e is the electronic charge and 𝜉(de-phasing length scale) is related to 

the Thouless length 𝐿𝑇𝐻 = 𝜉T−p/2. From weak localization theory, when the interaction effect is 

weak  𝑝 ≈ 4 [39], experimentally observed 𝑛 ≈ 2.2 (Table 4.2)  is very close to the expected 

value of  𝑝/2. The accuracy of the estimation of 𝑛 is limited due to very weak temperature 

dependence. In NLNO/STO, the exponent 𝑛 = 0.24 is somewhat smaller than what is expected in 

this regime when electron-electron interaction is associated with weak localization. The value of 

𝑛 is ½ in such cases. In this case, the de-phasing length is such that it is dominated by thermal 

effects. As the transition is approached, the exponent in many oxides approaches a value of  𝑛 =

1/3, which has been explained as an exponent in the metallic side close to the critical region of 

MIT [1]. It may happen that the Thouless length is much greater than the thickness of the film. In 

that case, the dominant length scale will be determined by the thickness, being smaller than 

Thouless length. This may also modify the exponent. There is no theory available that explains the 

evolution of the exponent in such a confined sample size. 

4.3.2 High-temperature resistivity data (𝐓 > 𝐓∗): A transition from Fermi liquid behavior 

to non-fermi liquid behavior 

 

The resistivity 𝜌(𝑇) data in the temperature range T > T∗ for all the three films are fitted with a 

power-law of  T  to check whether there is a Non-Fermi Liquid (NFL) behavior present in these 

systems. Past studies on NNO films with compressive strain have shown the existence of NFL 

behavior [27, 28]. To investigate this, the data are fitted to the equation below:  

                                     𝜌(𝑇) =  
𝜌∗(𝑇)𝜌𝑠𝑎𝑡 

(𝜌𝑠𝑎𝑡+𝜌∗(𝑇))
      (4.3) 

where  𝜌∗  (𝑇) = 𝜌0 + 𝐵Tm and  𝜌𝑠𝑎𝑡 is a parallel high resistance when resistivity approaches the 

Mott-Ioffe-Regel limit [27]. The value of exponent 𝑚 is 2 for a Fermi Liquid (FL) and 
5

3
 for a NFL 

[27]. B defines the strength of electron-electron scattering. The fit of the data is shown in Figure 

4.3 as solid lines. The results are tabulated in Table 4.3. 
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Table 4.3 Parameter obtained from fit of high-temperature resistivity data to equation 4.3 

Sample m 𝝆𝒔𝒂𝒕 (Ω-cm) 𝝆𝟎  (mΩ-cm) 

NLNO/LAO 1.43 ± 0.10 0.060 ± 0.01 3.22 ± 0.03 

NLNO/STO 2.14 ± 0.01 0.086 ± 0.01 55.02 ± 0.19 

NLNO/NGO 2.01 ± 0.06 0.029 ± 0.02 9.80 ± 0.27 

It can be seen that the films with tensile strain have  𝑚 ≈ 2. However, for the film 

NLNO/LAO, 𝑚 ≈ 1.43, which is close to  𝑚 =
5

3
. The observed behavior in NLNO/LAO is in 

conformity with the observations and proposed strain-driven phase diagram for NNO [27].The 

observed 𝜌𝑠𝑎𝑡 in the NLNO/STO and NLNO/LAO films are similar in order, while in 

NLNO/NGO, it is somewhat smaller although of the same order. 𝜌𝑠𝑎𝑡  is proportional to the inter-

band spacing, which arises due to the formation of conducting channel because of inter-band 

scattering [27].Typical values for Mott-Ioffe-Regel limit (𝜌𝑀𝐼𝑅) for nickelates is 0.2-0.3 mΩ-cm 

[27, 28]. All the films here show 𝜌𝑠𝑎𝑡 >𝜌𝑀𝐼𝑅 suggesting bad metallic nature of films. The value of 

𝜌0 seems to depend on the built-in strain. It is largest in the most strained film NLNO/STO. For 

the films NLNO/STO and NLNO/LAO, the observed 𝜌0 from the high-temperature fit is very close 

to 
1

𝜎0
 obtained from the conductivity data below 2 K (see Table 4.2). Interestingly, due to the large 

temperature variation of 𝜎 in NLNO/NGO, 𝜌0 ≪  
1

𝜎0
 .  

4.4. How good are the metallic states? 

All three films show metallic behavior at high temperature (T > T∗), but they have different 

resistivity. The film NLNO/NGO shows a very low conducting (highly resistive) state below  T∗. 

We ask the question of whether we observe an anomaly in the DOS at Fermi level 𝐸𝐹(𝑁(𝐸𝐹)). We 

obtained a measure of 𝑁(𝐸𝐹) from the tunneling conductance data 𝑔(𝑉) measured as a function 

of bias 𝑉 applied to film as the tip was grounded with respect to the film. The  𝑔 − 𝑉 data for the 

films at room temperature and 120 K are shown in Figure 4.6. For all the films, the tunneling 

conductance 𝑔(𝑉)  has a parabolic dependence on bias 𝑉,  as expected for tunneling of electrons 

between two metal electrodes (tip and the film) through the symmetric trapezoidal barrier. Any 
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asymmetry in the trapezoidal barrier would lead to an offset (𝑉′) from parabolic behavior at low 

bias [29]. Due to the asymmetric nature of the 𝑔 − 𝑉 curve, the tunneling data are fitted to the 

parabolic equation that incorporates 𝑉′ [29]: 

                                𝑔(𝑉) = 𝛼 + 3𝛾(𝑉 − 𝑉′)2              (4.4) 

where 𝛼 is a measure of DOS, 𝛾 is related to mean barrier height and 𝑉′’is the offset from parabolic 

behavior due to the asymmetric trapezoidal barrier. The quadratic term contains a term 𝑉′ that 

accounts for any small shift of the minimum of  𝑔(𝑉) from the origin. The fit to the data are shown 

as solid lines and the parameters 𝛼, 𝛾, 𝑉′ are obtained. The values of 𝑉′ as obtained from the fit 

(shown in Figure 4.7 (b)) is small and negative. Deviation from parabolic tunneling equation 

(equation 4.4) can occur if applied bias is comparable to the work function leading to a departure 

from the trapezoidal barrier and also if the bands from which electrons tunnel are narrow (d-bands) 

so that assumption of a flat DOS cannot be made.  

In oxides like NNO, the d band (hybridized with Ni3+ orbitals) has a width of ~1 eV. The tunneling 

conductance has been measured with a bias V < 0.2eV. At this small bias deviation from parabolic 

tunneling, the equation is not expected. Since 𝛼 is a measure of 𝑁(𝐸𝐹),   
𝛼(𝑇)

𝛼293
 as a function of T 

would measure the temperature variation of  𝑁(𝐸𝐹).  Data for the three films are shown in 

Figure 4.7 (a).  

Note: To rule out the possibility of the offset coming from broadband noise or offset in preamplifier 

gain of the STM unit, we have recorded the I-V characteristics of an artificial tunneling simulator 

(Resistance 100 MΩ) in a narrow voltage range (± 50 mV). No offset in the voltage has been 

observed. The detailed measurement circuit is given in the experimental section of chapter 2. 
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Figure 4.6 𝑔 =
𝑑𝐼

𝑑𝑉
  as a function of bias voltage 𝑉 at 120 K and 293 K for the three NLNO films. 

The lines through the data are fit to equation 4.4. 
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Figure 4.7 (a) 
 𝛼(𝑇) 

  𝛼293 
 as a function of temperature for the three NLNO films and (b)The variation 

of  𝑉′  as a function of T in all the films. The magnitude of 𝑉′ is less than 20 meV. 

 

For the NLNO/LAO, 𝑁(𝐸𝐹) is more or less temperature independent as it should be in metal, 

barring a steep decrease at around 150 K. For NLNO/STO, which has a distinct  T∗ the 𝑁(𝐸𝐹) 

shows a drop below 150 K as well. Interestingly, the temperature range is close to the temperature 

T∗.  In NLNO/NGO, which lies closest to the MIT boundary, there is a large drop in 𝑁(𝐸𝐹) on 

cooling even in a state where the resistivity shows PTC. In a strongly correlated metal, it has been 

shown that due to electron-electron correlation the DOS can be depressed close to the Fermi energy 

𝐸𝐹 and it also has a temperature dependence where the depression close to 𝐸𝐹 enhances on cooling 

[13]. The tunneling conductance data thus establish that the NLNO/NGO differs strongly from a 

conventional metal due to strong correlation. 

4.5 Effect of disorder: Magnetoconductance at low temperature (T < 2 K) 

In this section, we discuss the magnetoconductance in all the films as it is a potent tool to study 

MIT and electron localization. Two factors with opposite signs can contribute to the 

magnetoconductance (MC) close to MIT. The quantum interference (QI) arising due to 

backscattering in a disordered metal leads to weak localization (WL). QI is suppressed in an 

applied magnetic field due to lack of time-reversal symmetry. This leads to a positive MC (This 

we refer as WL contribution) [30]. The other contribution arises from localized spins. Near the 

MIT, localization of electrons leads to the formation of localized spins at energies close to the 

Fermi level [25, 31, 32]. The localized spins can lead to weak magnetism and can also participate 
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in electron scattering, giving rise to negative MC. Since the contribution comes from the exchange-

correlation of spins at a different site, we refer to this contribution as EC.  

The films studied being close to the transition region (at least 2 of them), the MC is expected to 

have comparable contributions from both the effects. These two contributions will add-up and 

would give rise to a non-trivial dependence of MC on the applied magnetic field (𝐻). Since direct 

measurement of weak magnetic moments through magnetic measurements (like magnetization) in 

such films become difficult, the MC measurements give us an alternate way to gain information 

of the existence of spins in such films. The MC data are shown in Figure 4.8 at 0.3 K and 1.8 K in 

all the three films.  The magnitudes of the MCs are small and they decrease rapidly above 2 K. At 

0.3 K at a field of 8 T (data not shown), the maximum MCs observed are 1.1 %, 3.9 % and 8.0 % 

in the films NLNO/LAO, NLNO/STO, and NLNO/NGO respectively. In all the films, at T = 5 K, 

Δ𝜎

𝜎
≤ 0.1%. For this reason, the data analysis is restricted in the temperature range below 2 K. 

In general, the contribution of WL to MC (
Δ𝜎

𝜎
) has a characteristic dependence ~√𝐻 [37, 40]. The 

EC contribution to MC is given by the phenomenological relation:
Δ𝜎

𝜎
(𝐻) =  −𝐴 ∗

𝐻2

𝐻2+(𝐻𝑒
2)

, 

where  𝐻𝑒 is field required for spin alignment [31-32]. For𝐻 ≫ 𝐻𝑒, 
Δ𝜎

𝜎
(𝐻) saturates. At low field 

(𝐻 ≪ 𝐻𝑒), 
Δ𝜎

𝜎
(𝐻)~𝐻2.   

 

Assuming that the MC contributions are additive, the MC is fitted to the relation below: 

 

          
Δ𝜎

𝜎
(𝐻) = −𝐴(𝑇) ∗

𝐻2

𝐻2+(𝐻𝑒
2)

+ 𝐵(𝑇)√𝐻    (4.5)  

 

where A(T) and B(T) is temperature dependent but field independent constants. 
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Figure 4.8 Magnetoconductance data for all the films at 0.3 K, and 1.8 K. The solid lines through 

the data are the fit to equation 4.5. Individual contributions are shown by dotted lines. 

 

In Figure 4.8, the two contributions are shown separately. The coefficients 𝐴 and 𝐵 decrease on 

heating (Table 4.4) leading to weakening of MC on heating. In the case of WL, enhanced 

temperature leads to enhanced thermal de-phasing and the field-induced suppression of WL 
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becomes less effective. This also happens with the negative MC contribution because the ground 

state spin population decreases at a higher temperature.  

The values of MCs have a small dependence on the direction of field scans (field- up or field- 

down scans) in films NLNO/ STO and NLNO/NGO. It is likely that the spins get aligned by the 

random anisotropy field leading to hysteresis in MC for the field scan-up and scan-down. In order 

to keep the state of the film unaffected by the history of the applied field, the data shown are for 

field scan-up direction only. The values of 𝐻𝑒 are ~ 0.4 T, 0.05 T and 0.17 T for NLNO/LAO, 

NLNO/NGO and NLNO/STO respectively. In all the three films, the values of 𝐻𝑒 are temperature 

independent which strongly suggest that 𝐻𝑒 may arise from local anisotropy like a random field. 

The values for the coefficient 𝐴 for the films on NLNO/LAO and NLNO/STO are low. However, 

for the film NLNO/NGO which is on the verge of becoming insulating, the coefficient 𝐴 is much 

larger. Stronger localization of electrons in NLNO/NGO leads to enhanced effects from localized 

spins. 

Table 4.4 Fitting parameter 𝐀 𝐚𝐧𝐝 𝐁 obtained from fitting data to equation 4.5 for the films 

for field scan-up H (0-3T). 

T(K)  (NLNO/LAO) (NLNO/STO) (NLNO/NGO)  
A B A B A B 

0.3 0.005 0.005 0.0028 0.015 0.012 0.033 

1.8 0.0047 0.004 0.0015 0.005 0.004 0.010 

4.6 Discussion 

The main results obtained in this chapter establish that the resistivity upturns in films NLNO/STO 

and NLNO/NGO below the temperature T∗ do not mean entry into an insulating state, rather there 

is an entry into a metallic phase with NTC but a finite 𝜎0  ≪ 𝜎𝑀𝑜𝑡𝑡. The results also establish that 

even with the same value of 𝑥 ≈ 0.3 in NLNO the limiting resistivity at T → 0, can be tuned by a 

factor of nearly 40 by changing the strain, substrate symmetry, and the orientation of the films 

grown. In particular, the presence of orthorhombic distortion (as in the film NLNO/NGO) appears 

to have a strong effect that it almost drives the film to a critical region of MIT. The observed MIT 

has the features of an Anderson transition (continuous transition) in contrast to first-order Mott 

type transition seen in NNO.  The La substitution in NNO close to the critical composition thus 
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changes the nature of the transition. The TMI, in this case, turns into a cross-over temperature that 

marks the change from a PTC region to an NTC region. Theoretical investigations on the half-

filled Anderson Hubbard model have shown that the resistivity scaling strongly depends on the 

strength of interaction and disorder [14]. Also, the quantum corrections to conductivity at lower 

temperature have been seen in disordered LaNiO3 system and modeled as electron-electron 

interaction and 3-D weak localization [10].  

In the three films we have studied, the effect of strain, as well as substrate symmetry, play a 

dominant role in deciding the nature of the low-temperature transport. The higher value of 𝜌𝑠𝑎𝑡 in 

NLNO/STO compared to that of  𝜌𝑠𝑎𝑡 in NLNO/NGO can be understood in terms of strain-induced 

𝑒𝑔 orbital splitting [27]. Table 4.1 shows the magnitude of strain is highest for NLNO/STO. Higher 

tensile strain in the film NLNO/STO leads to higher 𝜌𝑠𝑎𝑡 while it is independent of the disorder. 

If the magnitude of strain is solely responsible for T*, one would expect higher T* for NLNO/STO. 

However, the cross-over temperature is less than that of the NLNO/NGO. Interestingly,  due to 

higher T*  in NLNO/NGO films, its resistance starts to rise in this film much faster than that of 

NLNO/STO films when cooled to lower temperatures and eventually in NLNO/NGO  the 

conductivity 𝜎0 becomes lower than that of  NLNO/STO by a factor of nearly 1.7. 

Recent work on the NdNiO3 films grown on NGO, Lanthanum aluminate-strontium aluminum 

tantalite (LSAT) and LAO substrates, which possess orthorhombic, cubic and rhombohedral 

symmetries respectively show that the transport properties change drastically and depend on the 

tilting pattern of oxygen octahedra at film/substrate interface. It has been suggested by imposing 

the specific tilts of oxygen octahedra using NGO (111) substrate, the MIT can be pushed to 335 K 

[33,34]. Thus the unconventional direction of substrate used for growing nickelates film changes 

the transition temperature dramatically. The existence of higher T* in NLNO/NGO likely happens 

due to substrate-induced lattice orthorhombic distortion which is consistent with the earlier results 

on NdNiO3 [17]. In our case, the (110) direction of NLNO/STO allows the in-plane lattice 

parameters to get fixed with the substrate, Koster et. al suggested for such cases the NiO6 octahedra 

can rotate freely in the in-plane direction and the rotation follows a Glazer tilt (a+a-c0) [19-20]. In 

that case, the orthorhombicity, 
𝑎

𝑏
 → 1, while for the film NLNO/NGO with growth direction (100), 

the “b” parameter is fixed to the substrate (5.50 angstrom) and out of the plane “a” can be measured 

from XRD (5.32 angstrom). For this film  
𝑎

𝑏
= 0.976,  lower 

𝑎

𝑏
 means more orthorhombic 

distortion. It is thus clear that the substrate induced orthorhombic distortion makes the T* higher 
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for NLNO/NGO. Note: While preparing this thesis we came across a recent thesis by Jennifer 

Fowlie, where an unusual discontinuity in TMI has been observed near x = 0.2 for Nd1-xLaxNiO3 

solid solution, and this composition was identified as an onset for first-order phase transition [35]. 

The observed MCs in NLNO films though very small have distinct behavior that has not been 

observed before in nickelates. The MC shows a contribution from the weak localization and 

contribution arises from the formation of local moments at energies close to the EF at the approach 

of MIT. The two contributions add up and give the non-trivial temperature dependence of the MC. 

Both the components are enhanced as 𝜎0 decreases and MIT is approached. The appearance of 

local moments close to the critical region is an important hallmark of Anderson Transition [25]. 

The MC result thus reinforces the inference that the substitution leads to a regime of Anderson 

type transition. 

The results presented in this chapter show that transport properties have dominant contributions 

from strain, as well as substrate lattice symmetry. The strain is responsible for tuning the transition 

from compressive (NLNO/LAO) to tensile strain (NLNO/STO or NLNO/NGO) but the substrate 

symmetry and orientation plays an important role in the case where transport is investigated on 

films experiencing tensile strain (NLNO/STO and NLNO/NGO in this case). This, however, masks 

any systematic dependence on the disorder. Nevertheless, there exists a role of disorder in the 

films.  

4.7 Conclusion 

In this chapter, we show that the first order MIT (like a Mott transition) in NdNiO3 changes its 

nature when Nd is substituted by La close to the critical region of a composition driven MIT as in 

an Anderson type transition.  The distinct TMI changes to a cross-over temperature T∗ that marks 

a change from a PTC of resistivity at T∗ > T to NTC of resistivity at a lower temperature. The 

transition can be further tuned by a combination of factors like strain, substrate symmetry, and 

quenched disorder. Probes like structural study and introduction of controlled disorder would help 

further the scientific community to understand the detailed underlying mechanism of such a 

phenomenon. A further detailed crystallographic analysis is necessary to understand the effect of 

strain and lattice symmetry on the NiO6 octahedra in NLNO films. Also, introducing the disorder 

in a controlled manner retaining other factors unchanged would clarify the role of disorder in MIT 

of such systems (In the chapter 6 we extend our investigation in this context and discuss the role 

of disorder in the context of MIT).  
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Chapter 5 Electroresistance in NdNiO3 films  

In this chapter, we discuss the electroresistance effect observed in the NdNiO3 film grown on the 

SrTiO3 (111) single crystal substrate using pulsed laser deposition. The film shows a metal-

insulator transition near 220 K.  The resistivity measurement down to 10 K at different current 

shows suppression of resistivity by nearly an order without affecting the metal-insulator transition 

temperature. To rule out the possibility of such suppression in resistivity due to Joule heating, we 

have performed current-induced resistivity switching measurement which shows a transient 

behavior of the resistance. In addition to that, the continuous I-V and pulsed I-V measurements 

show the absence of Joule heating contribution below a certain current (1.8 mA). Even at highest 

current bias, the maximum temperature rise is 12 K, which is insufficient for such a change in 

resistivity by an order. The results thus suggest that the observed effects are due to the intrinsic 

electroresistance effect in the NdNiO3 film. We discuss a certain scenario of the phase co-existence 

of the high temperature metallic and low-temperature insulating filaments that may lead to this 

observation. 
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5.1 Introduction 
 

As discussed in earlier chapters also, the metal-insulator transition (MIT) in rare-earth nickelates 

can be modulated widely using a number of physical parameters like substrate-induced strain, 

electric field controlled strain, lattice symmetry, etc [1-7]. In rare-earth manganites like LaMnO3 

as well as in hole-doped La-Ca/Sr-Mn-O systems, colossal electroresistance effects have been 

observed and reported by a number of authors [8-15]. Further, it has been shown that in some cases 

the metal-insulator transition temperature (TMI) can be modulated by the current bias while for 

some of the cases the TMI remains unaffected [12]. The different literature existed in this context 

have a different interpretation. Whereas, the exact interpretation of such results is still debatable. 

In many cases, it has been understood as a consequence due to the ion ionization mechanism, hot 

electron theory, and co-existence of different phases [8-15]. However, for most of the cases, the 

melting of charge ordering state was accounted for the suppression of resistivity nevertheless the 

phase co-existence of ferromagnetic metal and the antiferromagnetic insulator also plays an 

important role [12].  

Observation of colossal electroresistance motivated us to look into the electroresistance study of 

the nickelates NdNiO3. Not withstanding the differences of NdNiO3 and LaMnO3 in terms of basic 

physics of the insulating state, it is felt that destabilizing the MIT in NdNiO3 by a current/electric 

field will lead to new phenomenology that has not been yet investigated in the nickelates.  Though 

it's debatable, the insulating state of the nickelates is interpreted as a charge ordering state. It will 

be tempting to see how electric current acts on charge order state in the nickelates. Yet another 

reason to look into the electroresistance phenomenon is the phase co-existence of the high 

temperature paramagnetic metallic state and the low temperature antiferromagnetic insulating state 

in NdNiO3 system [16]. 

In this study, we have grown the NdNiO3 film on different SrTiO3 single crystal orientation of 

(100) and (111). In both the films, we have seen suppression of resistivity on the application of the 

current bias without affecting the TMI. We report the detailed results on film that is grown on (111) 

orientation of SrTiO3 single crystal substrate [17, 18]. To understand the electroresistance in this 

film we have also studied the current induced resistive switching using a two-level pulse train 

measurement.  To avoid the Joule heating phenomenon we have also incorporated the pulsed I-V 

technique that mitigates the Joule heating contribution. In the pulsed I-V technique, during the off 
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state of the pulse, the dissipated power will drain out of the system to the Cu base that mounts the 

sample through the intervening Ge Varnish and N grease interfaces [19, 20]. This will lead to 

cooling down of the film. I-V, Pulsed I-V and current-induced resistive switching data were taken 

in 2 probe configuration (between probe 1 and 3). 

5.2 Resistivity as a function of temperature at different current 

 

The films were deposited by the pulsed laser deposition (PLD) technique as described in chapter 

2. The reciprocal space mapping (RSM) shows that the film is highly oriented in the (111) direction 

of the substrate. The pseudocubic (103) Bragg spot further suggests that the films are partially 

strained relaxed. The 3 µm atomic force microscope (AFM) micrograph shows the surface 

roughness of the film is nearly 0.44 nm. In Figure 5, we present the results of RSM and AFM. 

 

 

Figure 5 (a) The reciprocal space mapping (RSM) and (b) the AFM image of the NdNiO3 film grown 

on SrTiO3 (111) single crystal substrate. 

The resistivity as a function of temperature at different current was taken in a collinear four-probe 

configuration down to 10 K. The initial current range used for the resistivity measurement was 

from 1 µA to 5 mA. The upturn in resistivity as well as the change in the slope of   
𝑑𝜌

𝑑𝑇
 was identified 

as the metal-insulator transition temperature (TMI). For the films used in the experiment the TMI 

was observed at 220 K as can be seen from Figures 5.1(a) and (b), in particular, the inset of Figure 

5.1 (b) where we have plotted the zoomed version near the transition region. 
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Figure 5.1 (a) The resistivity data as a function of temperature for different current bias and (b) 

corresponding 
dρ

dT
 for NdNiO3 film grown on SrTiO3 (111) single crystal substrate (Note the 

logarithmic scales).  Inset shows the zoomed version of (b), around the transition region.  TMI 

identified as the crossing of two lines viz. change in slope.  

The resistivity plot shows a very important result that there is no change in the TMI on changing 

the current bias as shown in Figure 5.1 (a). The data 𝜌 − 𝑇  as well  
𝑑𝜌

𝑑𝑇
− 𝑇 both shows no change 

in TMI but there are changes in resistivity. To accentuate the changes more and to identify the TMI, 

we have plotted the zoomed version of the 
𝑑𝜌

𝑑𝑇
  on a smaller scale. The data thus shows that TMI is 

unaffected by the current bias. Further, it shows that the softening of  
𝑑𝜌

𝑑𝑇 
 in temperature 

dependence, as can be seen in Figure 5.1 (b). The onset of softening moves to higher values with 

higher current and 
𝑑𝜌

𝑑𝑇 
→ 0 at the highest measurement current. 

Figure 5.1 (a) also shows a monotonous decrease in resistivity below TMI on the application of 

high current bias.  Figure 5.2 shows that contour plot of the resistivity as a function of temperature 

at different current bias.  The resistivity data reflects a change in the resistivity by a factor of nearly 

90 % on application of highest and lowest current (1µA and 5 mA) at 10 K. This suggests that the 

observed suppression of resistivity on the application of high current is due to the electroresistance 

effect. The electroresistance was calculated as 

 

                                             ER (%) = 
𝑅(𝐼ℎ𝑖𝑔ℎ)−𝑅(𝐼𝑙𝑜𝑤)

𝑅(𝐼𝑙𝑜𝑤)
 × 100                                  (5.1) 
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and plotted as |ER| as a function of temperature. In Figure 5.3 (a), we show the electroresistance 

calculated from the resistivity data for Ihigh (5 mA) and Ilow (1µA) as shown in Figure 5.1 (a). An 

enormous change in the electroresistance has been observed.  

 

 

Figure 5.2 Contour plot of the temperature for NdNiO3 film grown on SrTiO3 (111) single crystal 

substrate at different current bias. 

 

 

Figure 5.3 (a)  The resistivity data for the lowest and highest current and electroresistance as a 

function of temperature for NdNiO3 film grown on SrTiO3 (111) single crystal substrate and (b) 

Electroresistance as a function of current bias at 10 K and 220 K respectively. 

I 
(µ

A
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Below the MIT, particularly at lower T, the electroresistance is substantial and increases with the 

bias current. In contrast, the effect is small at the MI transition temperature and does not have a 

clear dependence on the current bias. This is shown in Figure 5.3 (b). Our results show that the 

TMI remains unchanged even on the application of a high current bias of nearly 5 mA. In Appendix 

C (Figure C), we show that on the application of the high current bias, the suppression in the 

resistivity for NdNiO3 film grown on SrTiO3 (111) substrate without affecting the TMI is consistent 

with the NdNiO3 film grown on other orientation (100) of SrTiO3 single crystal substrate.  

For materials that show negative temperature coefficient of resistivity (
𝑑𝜌

𝑑𝑇
< 0) such a suppression 

of the resistivity can occur from Joule heating. We show below to what extent Joule heating affects 

the data and establish that a good part of the observed data is not a consequence of heating arising 

from Joule heating. In our experiment, a  change in sample current from 5 mA to 1 µA changes 

the dissipated power by nearly 6 orders of magnitude from 15 mW to 6.75 nW  at the lowest 

temperature measured  10 K.  In conventional wisdom, such a significant change in the dissipating 

power may increase the temperature of the sample due to the Joule heating, which may also 

suppress the resistivity of the insulating state. Nevertheless, if these effects are intrinsic and are 

not an artifact due to the Joule heating, one would expect a current induced resistance switching 

in such systems similar to that observed in manganite systems [10,11].  In later sections, we will 

address these issues in details. 

Briefly, one way to separate out the Joule heating effects is to use pulsed currents with small duty 

cycles (~20%) and in such cases, during the OFF period the film can cool down if there is any 

heating. If the data is now taken with different duty cycle the electro-resistance will become a 

function of the duty cycle. In the sections below we follow this procedure. 

5.3 Current induced resistive switching 

To understand the suppression of resistivity on the application of different current bias, we have 

adopted the pulsed current technique and measured the resistivity with a two-level current pulse 

as a function of time. This type of measurement is also called as the current induced resistivity 

switching in the literature [8, 10]. In Figure 5.4, we show the schematic of the current induced 

resistivity switching measurement on application of a two-level pulse train. The input current pulse 

after passing through the samples shows a transient response.  In our measurements, the choices 
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of high and low current values were made from the I-V data (As shown in the next section). The 

choice has been made on the following consideration, (1). At such value of currents, the I-V data 

doesn’t show any hysteresis effect. (2). The I-V is linear for the low current while it is non-linear 

for the high value of current. Thus taking the I-V data as a guide, we have fixed the minimum 

current (Imin) at 1µA and the maximum current (Imax) at 1.8 mA. In terms of power at the lowest T 

of 10 K, this leads to the power dissipation of nearly 10 mW. 

 

Figure 5.4 Schematic of two-level current-induced resistivity switching. 

The adoption of this technique further allows us to record the Joule heating also. In our C++ 

program for data acquisition, the switching time between high and low current pulses was set 

approximately 167 μs. The instant voltage response to the current pulse was measured with a 

sampling time of 20 ms and a precision of 5
1

2
 digits resolution [21]. Importantly there was no filter 

used during the data acquisition as it would contribute a delay time to the measurements. The time 

constant of the RC circuit formed due to the samples resistance and cable capacitance (300 pF) 

and other spurious capacitance was nearly 4 order of magnitude less than the sampling time. In 

Figure 5.5, we see that the resistance of the sample changes reversibly on the application of the 

pulse train and is shown for four cycles. 

Figure 5.5 further suggests that the resistance takes some time to reach a steady value.  In our data 

acquisition program, we have used the ON/OFF states time such that for high as well as for the 

low pulse the resistance reaches a time independent steady value. As mentioned in the previous 

paragraph, the samples resistance value of nearly 14000 ohms and cable capacitance of 300 pF 

would lead to a time constant 4.2 µs, which is much smaller than the sampling time (20 ms) for 

the data collection. This suggests the resistance relaxation is an intrinsic effect associated with the 

sample and didn’t arise due to an artifact from the instrument parameters [8]. In Figure 5.6 (a) and 

(b), we show the transient response on the application of the high and low current pulse. Such 
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transient response of resistivity has been observed for manganites. In the context of manganites, 

this transient nature of resistivity has been interpreted as a decoupling of electrons and phonons 

temperature [8, 10]. Whereas in the present case for nickelates we don’t have an understanding of 

this transient nature of resistivity for the current induced resistive switching. 

 

Figure 5.5 Current induced resistive switching for NdNiO3 film between two current pulses of the 

magnitude Ihigh and Ilow. Power dissipation at the lowest current and highest current is 14 nW and 

10 mW respectively. 

 

Figure 5.6 The resistance relaxation of NdNiO3 film for two current pulses (a) Ilow and (b) Ihigh. 

5.4 Issue of Joule heating 

It is important to understand whether this change in resistivity is due to the Joule heating or it is 

primarily due to the electroresistance effect. To capture the change in samples temperature due to 



Chapter 5: Electroresistance in NdNiO3 films 

 

105 
 

the joule heating, if any, we have followed the relation below to estimate the temperature rise due 

to Joule heating. 

                                                        ∆T =  RthQ′                                           (5.2) 

where ∆T is the temperature rise due to the power dissipation Q′  in sample and Rth (=
𝑥

𝑘𝐴
) is the 

total thermal boundary resistance calculated according to the geometry of sample mounting as 

shown in Figure 5.7(b), Here x is the thickness of the material, 𝑘 is the thermal conductivity and 

A is the area. In our case, the total thermal boundary resistance can be written as   𝑅𝑡ℎ = 𝑅𝑆𝑇𝑂 +

𝑅𝐺𝑒 𝑉𝑎𝑟𝑛𝑖𝑠ℎ + 𝑅N Grease and the modified relation for the temperature rise can be written as ∆T = 

(𝑅𝑆𝑇𝑂 + 𝑅𝐺𝑒 𝑉𝑎𝑟𝑛𝑖𝑠ℎ + 𝑅N Grease) 𝑄′. The thermal boundary resistance was calculated using the 

available data of thermal conductivity for GE varnish (Thickness ~ 0.1 mm, Area 10 mm2), 

Apiezon N Grease (Thickness ~ 0.1 mm, Area 1 cm2), and SrTiO3 (Thickness ~ 0.5 mm, Area 10 

mm2) from manufacturers [23, 24] and the temperature-dependent value of 𝑘 in the calculation for 

STO was used from reference 22. Due to the very low Rth of mica sheet (< 1 K/W), we have 

neglected its contribution in the calculation. 

As discussed above, at 1 µA current the maximum power dissipated at 10 K is 6.75 nW, and it is 

insufficient for producing any Joule heating effect. Now if we assume that the entire suppression 

in the resistance for higher current is due to the Joule heating then one can write the dissipated 

power as Q′ = 𝐼2𝑅𝑇+∆𝑇. According to this relation, the power dissipation for higher current can be 

written as 

                                              Q′(𝐼) = I2 (R (1µA) +R (I))                                (5.3) 

where R (1µA) is the resistance corresponding to 1µA current and R (I) is the resistance 

corresponding to the current I. Below we show that the temperature rises at different bath 

temperature for 2 mA and 5 mA.   

Table 5 Temperature rise (∆𝐓) due to the current bias at base temperature T calculated at 

two different current according to equation 5.2.  

T (K)  ∆𝑻 (K) for 2 mA current bias  ∆𝑻(𝐊) at 5 mA current bias 

10 12.91 65.10 

100 0.36 1.68 

300 0.04 0.23 
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Table 5 thus suggests the rise in samples temperature due to the Joule heating effect is maximum 

at 10 K. However at 2 mA or below, this temperature is insufficient to change the resistivity by 

one order. In various systems, it has been observed that joule heating may give rise to the non-

linear conduction which may develop hysteresis also [12, 25]. Further, it is known that the I-V will 

follow a non-linear relation for an electroresistive material, we will see the non-linear behavior of 

the I-V curve in the upcoming section. In nanostructured NdNiO3 this non-linear conductance 

below 2 K was described by the Landau Zener breakdown relation [26]. To understand the issue 

of Joule heating in our sample, we have performed the two probe I-V measurement at different 

temperature. We have employed two methods to take the I-V data. In the first method, we have 

swept the voltage continuously and measured the value of current, in the second method, we have 

changed the voltage in a pulse mode and measured the current (As shown in Figure 5.7 (a)).  

 

 

Figure 5.7 (a) The Pulsed Voltage as a function of time for the duty cycle 20 % and (b) Schematic 

of the thermal mounting of the sample.  

The advantage of using pulsed voltage is that during the off state of the voltage pulse the associated 

power can be released to the metallic sample holder via Ge Varnish and N grease (Figure 5.7 (b) 

shows the thermal mounting of the sample). In Figure 5.8 (a) and (b), we show the continuous I-

V as well as the pulsed I-V data taken at different temperature. As can be seen from the continuous 

I-V data, the I-V develops a hysteresis as the temperature decreases down to TMI. Above the TMI 

the I-V is more or less linear as expected for an ohmic system. Interestingly, the scale of hysteresis 

and the width of the hysteresis decreases significantly in the pulsed I-V data. This suggests above 

a critical current there is a Joule heating in the system. In Figure 5.8 (a) and (b) we have marked a 

critical current value of 1.8 mA (which we have used as an upper limit of the current pulse train in 
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the current induced resistance switching measurement as described in the previous section ) below 

which all the hysteresis effects have diminished. This value of critical current does involve any 

hysteresis effect in both continuous and pulsed I-V data.  In the temperature range above TMI, we 

have limited the voltage range up to 1 V to avoid unnecessary heating of the sample. 

 

 

Figure 5.8 (a) The continuous I-V sweep at different temperature and (b) The Pulsed I-V for 20 % 

duty cycle voltage pulse at different temperature for NdNiO3 film grown on SrTiO3 (111) single 

crystal substrate. 

Further, if there is any contribution from Joule heating in the resistivity data below 1.8 mA, it will 

reflect in the current induced resistance switching data on changing the on-time (T(Ihigh)) for a 

current pulse. As increasing the on-time will dissipate more energy (E = I*V*t, where E, I, V and 

t represent the energy, current, voltage and on time respectively). To explore this, we have varied 

the duty cycle of the current pulse. In our measurement, we have fixed the off-time (T(Ilow)) for 

the current pulse and varied the T(Ihigh). In Figure 5.9, we have shown the electroresistance ER 

(%) = 
𝑅(𝐼ℎ𝑖𝑔ℎ)−𝑅(𝐼𝑙𝑜𝑤)

𝑅(𝐼𝑙𝑜𝑤)
 × 100, as a function of the duty cycle. The Ilow and Ihigh were set as 1µA and 

1.8 mA respectively. The time independent value of resistance was used in the calculation of 

electroresistance.  Figure 5.9 shows that the electroresistance changes less than 2% as a function 

of the duty cycle at 10 K. This suggests that the electroresistance effect in the sample is the intrinsic 

property and there is merely any Joule heating in the sample at such measuring current. Thus, the 

I-V and the electroresistance measurement shows that the associated electroresistance is not 

associated with any joule heating. 
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Figure 5.9 Electroresistance of NdNiO3 film grown on SrTiO3 (111) single crystal substrate as a 

function of the duty cycle at 10 K. 

To further rule out the contribution of Joule heating, we perform further analysis using pulsed I-V 

data, in our sample, the associated Joule heating can be dissipated to the base of the sample via GE 

Varnish and N grease. In that case, one can write a heat balance equation as suggested by the 

Fursina and co-workers [27]: 

                                                                   𝐶
𝑑𝑇

𝑑𝑡
=  

𝑑

𝑑𝑡
(𝑄𝑖𝑛 + 𝑄𝑜𝑢𝑡)  (5.4) 

                                                                   𝐶
𝑑𝑇

𝑑𝑡
=  𝐼𝑉 −

𝐶(𝑇−𝑇𝑠)

𝜏
  (5.5) 

Using, 𝜏 =  𝑅𝑇ℎ𝐶 𝑎𝑛𝑑  𝑃 = 𝐼𝑉, where 𝜏, 𝑅𝑇ℎ, 𝑇𝑠 𝑎𝑛𝑑 𝐶 are the thermal relaxation, thermal 

boundary resistance, base temperature, and heat capacity respectively [27]. 

                                                                    
𝑑𝑇

𝑑𝑡
=

𝑃

𝐶
−

(𝑇−𝑇𝑠)

𝜏
              (5.6) 

The solution of the equation 5.6 is given below [27]: 

                                                          𝑇(𝑡) = 𝑇𝑠 +
𝑃×𝜏

𝐶
(1 − exp (

−𝑡

𝜏
))    (5.7) 

We have calculated the thermal relaxation time from Figure 5.6 (b) using the curve fitting of 

exponential decay function, R = R0 exp (
−𝑡

𝜏
) +A, where A is the time independent resistance. 

Assuming the thermal relaxation is same in the present case as it has been calculated from current 

induce resistivity switching data. Now using the value of  𝜏 = 1.09 s from the fit and the value of 

thermal boundary resistance as described in the previous section. The temperature rise during the 
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ON state of voltage was calculated according to equation 5.7. In Figure 5.10, we show that the 

maximum rise in the temperature from pulse I-V is nearly 4.2 K which is less than the value of ∆𝑇 

(T- Ts) at 10 K from Table 5, as expected for pulse I-V characteristics. 

 
Figure 5.10 The rise in temperature as a function of time for different voltage pulse. The total 

temperature rise is nearly 4.2 K. The pulse data was taken for a 20 % duty cycle of the voltage 

pulse. 

In this section, we show that the amount of temperature rise due to the Joule heating is very small 

(nearly 12 K) and such small rise in temperature is not sufficient to change the resistivity by an 

order or to change the TMI. In the next section, we discuss certain scenarios which lead to such a 

phenomenon in nickelates. 

Note: In conventional wisdom, the pulsed data should always lower the heating effect which we 

have also seen in this section. While the calculation is done from equation 5.2 uses a continuous 

current, the calculation done from equation 5.7 uses a pulsed I-V. This additionally suggests that 

Joule heating is unlikely a reason for the observed electroresistance effect below 1.8 mA. 
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5.5 Discussion 

The previous report of such an observation in nickelates [28] has argued that the destruction of 

charge ordering state due to the dc current bias essentially changes nickel oxygen bond and further 

changes the tilt of NiO6 octahedra environment which lead to suppression in the resistivity and 

change in TMI. There is no other experiment in support of this hypothesis. In the context of 

nickelates, our results don’t match with earlier results reported for the Sm0.6Nd0.4NiO3 (SNNO) 

thin film grown on LaAlO3. The results reported on SNNO show that the TMI varies monotonically 

on the application of a high current density [28]. In contrast, the observation made by us has been 

seen for phase-separated manganites [29-32] where a large change in resistivity on the application 

of a high current density has been observed without affecting the TMI [29-32].  In thin films of the 

nickelates, the TMI and Neel temperature doesn’t coincide with each other as seen for bulk. Even 

if the destruction of charge ordering is the reason for the observed electroresistance, the change in 

TMI in reference 28 is still not understood.  Further, the report shows that an increase in sample 

temperature by 40 K (as a consequence of Joule heating) which in our opinion can really suppress 

the resistivity by 4 times as reflected in the RT data provided by the authors. Thus the Joule heating 

is likely associated with the observed electroresistance in the past report [28]. 

In many cases it has been seen that the metal-insulator transition can be induced because of the 

Joule heating, such observations are reported by many authors for VO2 thin films and even for 

manganites also [27,33,34].  It has been proposed in the context of manganites that the metal like 

region on the application of high current grows while an insulating phase shrinks. Similar results 

have been seen for the VO2 film under applied bias. In most of manganites system, it has been 

argued due to the fact of co-existence of ferromagnetic metallic phase and antiferromagnetic 

insulating phase [29, 32]. In this scenario, nickelates show a transition from paramagnetic 

(metallic) to the antiferromagnetic (insulating) phase-transition. The antiferromagnetic state is a 

charge order state for the nickelates.  

We link such results to the observation of phase co-existence present in the nickelates, which has 

been shown in chapter 3.  The co-existence of the two phases can be really affected by the applied 

current. As it has seen that the electric field really affects the direction of the orbitals which is 

essentially an electron cloud [35]. Thus, the co-existence of the two phases will have a different 

response to the electric current [36]. The electric field hence may change the orbital occupancy 
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which may lead to the co-existence of phases and thus different conductivity on the different 

current bias. Near the MIT the population of metallic filament is large as compared to the insulating 

filaments even if there is weak phase separation. As the density of insulating filaments increases 

(on going to lower temperature), the current distribution would be non-uniform and may change 

the effective electron-electron interaction and may lead to suppression of resistivity without 

changing the TMI. The suggestions made above are speculative and more definitive experiment 

that can capture the changes occurring within the film on the application of current are needed. 

5.6 Conclusion 

 The resistivity of the insulating region is highly suppressed in the application of different 

current bias without affecting the metal-insulator transition temperature. 

 Joule heating is unlikely responsible for the observed effect below a certain bias current. 

 The observed suppression in the resistivity without affecting the metal-insulator transition 

temperature was attributed due to the co-existence of high temperature metallic and low-

temperature insulating phase. 

 The bias dependent Raman spectroscopy at low temperature can give more insight into 

how the insulating fraction changes on the application of current bias. As expected the 

Raman modes associated with the monoclinic structure may diminish or may get weaken 

on the current bias. 
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Chapter 6 Disorder induced signature of Anderson transition in a 

Mott system  
 

Presence of disorder in a system undergoing a correlation driven transition is a topic of great 

interest from last decade. We show that the introduction of disorder in a controlled way using swift 

heavy ion irradiation suppresses the correlation driven metal-insulator transition (MIT) in 

NdNiO3 films and makes the system looks like a heavily disordered metal governed by weak 

localization. The disorder (atomic displacement up to 2% of the total atoms) in the NdNiO3 films 

was created using 1 MeV Ar4+ ion irradiation. The extent of disorder was varied by different 

irradiation time. We show, that the pristine film shows an MIT at 180 K and consistent with the 

Mott type behavior of the MIT. At low temperature, such a film shows Variable Range Hopping 

(VRH) with conductivity σ→0 at T=0. For disorder, up to 1% of displaced atoms or lower the 

insulating state is suppressed and the system shows a weak localization behavior with σ≠0 at T=0. 

Supporting evidence from Raman Spectroscopy as well as X-Ray studies show that these effects of 

Anderson transition and proximity to a disordered metallic state persist till the basic integrity of 

the NiO6 octahedra is preserved. 
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6.1 Introduction 

 

As discussed earlier, being one of the oldest problems, the metal-insulator transition (MIT) is still 

one of the interesting problems in the scientific community, particularly in oxides. The oxides are 

widely used to understand the phenomenon and to probe different issues like charge ordering, 

orbital ordering, spin ordering, phase separation, and nature of insulating states [1, 2]. In oxides 

like rare earth nickelates (RNiO3), that is well known to show the first order MIT for all rare earth 

except Lanthanum (La), a plethora of external stimuli can change the metal-insulator transition 

temperature (TMI). While the effect of strain, lattice symmetry, pressure, and carrier doping is 

widely investigated for RNiO3, the effect of disorder is not looked into with much details [3].  

It is interesting, as it is emerging in last decade or so that the MIT has aspects of both Mott 

transition and Anderson transition so that one has mixed first-order and second-order transitions 

with co-existence of different electronic phases. As it is known that the presence of disorder in an 

interacting system gives rise to various physical phenomenon [4-7]. It is well known for correlated 

metals that sufficient disorder can lead to localization effect which further decreases the 

conductivity along with an opening up of a soft gap (Note: This transition is from a metal to a 

metal with a disorder that may have higher resistance on opening of a soft gap). Many theoretical 

and experimental works have shown such behavior [8].  

Theoretically near the MIT, it has been shown that for a weak disorder, the phase co-existence in 

the system doesn’t change and it looks similar to a clean system [6]. Whereas on increasing the 

disorder, Anderson localization comes into the picture and it has a wide impact on the phase 

coexisting regime. It was shown that the phase co-existence region shrinks for the sufficiently 

strong disorder [6]. We note that most of the problems on the introduction of the disorder were 

approached from metallic side. More recently it has been shown that isovalent substitution of Ru 

in Sr3(Ir1-xRux)2O7 for (0 ≤ x ≤ 0.5 ≤) drives the system to an antiferromagnetic metallic state. 

In this case, the problem was approached from the insulating side and it has been shown that the 

disorder can also open up a V shape gap in the Mott system [9]. 

Earlier reports show 200 MeV Ag15+ ion irradiation on NdNiO3 induces strain in the sample and 

suppress the metal-insulator transition (TMI) by increasing the bandwidth of d bands [10]. It has 

been shown that at such choice of ion and fluence the dominant contribution to the transport is 
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mainly by strain induced by a lattice. A recent report of He irradiation on LaNiO3 shows that there 

is a thermal cross-over from metal to insulator regime, however, the extrapolated zero temperature 

conductivity rather looks finite in insulating state and is nearly equal to the mott minimum 

conductivity (σmott) for such oxides [11]. The present work is motivated by keeping the earlier 

reports in mind where we would like to study how disorder induced by ion irradiation can be used 

as a probe to understand the effect of localization in a correlation driven Mott system [6-12].  

Specifically, we address the problem from the insulating side. We would like to investigate how a 

system, driven into an insulating state by correlation driven transition (e.g. Mott transition) can 

change on introduction of disorder. In particular, the specific question we address is whether the 

Mott type of transition can be suppressed by disorder and the insulating state can be driven into a 

metallic state although disordered showing weak localization. 

In this chapter, the structural analysis and transport measurement were done on NdNiO3 (NNO) 

films irradiated by Ar4+ ions to introduce disorder. The doses of Ar4+ were varied with a Fluence 

of 1 × 1014 ions/cm2, 5 × 1014 ions/cm2, and 1 × 1015 ions/cm2. The irradiated films show that 

transport properties are completely dominated by the induced disorder and the disorder indeed can 

suppress the correlation driven Mott transition. Further confirmation was done by Raman spectra 

which shows a broadening of peaks that can be observed as going from lower fluence to higher 

fluence. Our result thus suggests that instead of in-plane compressive strain in NNO films at such 

fluence, the disorder plays a dominant role in transport properties and drive the system from 

electron-electron correlation driven Mott system to localization driven Anderson system. 

6.2 Disorder induced by ion irradiation 

 

To calculate the damage caused or disorder induced by the Swift heavy ion irradiation (SHII), we 

have performed the simulation using the stopping and range of ions in matter (SRIM) program 

[13]. The density of NdNiO3 (NNO) was used from the previous reports on crystallographic 

properties [14]. When an ion passes through the target material, it undergoes electronic energy and 

nuclear energy loss [15, 16]. In our calculations, the choice of using 1 MeV Ar ions was made on 

the following fact: 

1. The availability of the ion source. 

2. At this energy, the electronic energy and nuclear energy loss were minimum. 
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3. At this energy, the ion travels a distance of ~ 490 nm (Thickness of our films were ~ 15 

nm) and they don’t stop in the NNO film but stops in the underlying SrTiO3 (STO) 

substrate. 

Figure 6.1 (a) and (b) shows the electronic energy and nuclear energy loss for the Ar ions in NNO 

film. Further, the damage and vacancies created by the Ar ions on interactions with NNO were 

calculated from the Monte Carlo based program called TRIM (transport of ions in the matter). In 

Figure 6.2, we show the recoil distributions for the different elements of NNO. The knocked-out 

atoms Nd, Ni, and O are 0.8 x107, 0.9 x107, and 1.8 x107   
𝐴𝑡𝑜𝑚𝑠𝑐𝑚−3

𝐴𝑡𝑜𝑚𝑠𝑐𝑚−2
  respectively. The total 

knocked out atoms (atomic displacements) is nearly 3.5 x1022 atoms/cm3. Now for a fluence of  1 

x1015 ion/cm2, if 99 % of the damage anneals instantly and the vacancy rate is 0.35 vacancies/ 

target atom (as calculated from TRIM). The retention after thermal annealing is ~ 3.5x1020 

atoms/cm3. Now dividing it with the atomic density of NNO gives a disorder of nearly 2 %.  

 

 Figure 6.1 (a) Electronic energy loss and (b) Nuclear energy loss for the NNO films. 
 

The ion irradiation was performed in a tandem accelerator with irradiation by 1 MeV Ar4+ to 

achieve an ion current of 250 pnA. Depending on the charge state of the Ar, the ion current (𝐼 =

 
𝑞

𝑡
) was calculated accordingly. During irradiation a beam of Ar4+ ions was scanned uniformly over 

1 cm2 area, the scanned area over the films were monitored during the irradiation. The large beam 

area with respect to sample size (5 mm × 2 mm) ensures uniform irradiation. The doses of Ar4+ 

were varied by varying the irradiation time as given in Table 6. The films were irradiated with a 

Fluence of  1 × 1014/cm2, 5 × 1014/cm2, and 1 × 1015/cm2 respectively (hereafter NNO1, NNO2, 
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and NNO3). After the irradiation, samples were characterized by X-ray diffraction and Raman 

spectroscopy.  

 

Figure 6.2 Recoil distribution of Nd, Ni and O ions on irradiation. 

Table 6 The atomic displacement and irradiation time calculated on the basis of Fluence 

from TRIM. 

Sample  Fluence 

(ions/cm2) 

Disorder (atomic 

displacement) 

Irradiation time 

(minutes) 

NNO1 1 x 10 14 0.2 % 1.06 

NNO2      5 x 1014 1 % 5.33 

NNO3      1 x 1015 2 % 10.66 

 

6.3 Structural study of pristine and irradiated films 

 

To understand the effect of SHII, the high-resolution θ −  2θ scans were taken on both pristine 

and irradiated films of thickness nearly 15 nm. The pristine samples were characterized using RSM 

(Reciprocal space mapping and XRD). The reciprocal space mapping (RSM) shows that the film 

is highly oriented in the direction of the substrate, however partially relaxed. The pseudocubic 

(103) Bragg spot further suggests that the films are partially strained relaxed (As shown in 

Appendix B (Figure B)). The Raman spectroscopy was performed with the Argon laser 



Chapter 6: Disorder induced signature of Anderson transition in a Mott system 

 

119 
 

(wavelength 488 nm) as the excitation source. Note: Due to the high background from SrTiO3 ( 

STO) substrate in Raman spectroscopy, we have used NNO film grown on LaAlO3 (LAO) for the 

Raman spectroscopy to monitor the crystallinity of the samples after irradiation. The NNO/LAO 

films were irradiated with the same conditions as we used for NNO/STO. 

 

Figure 6.3 (a) Full range XRD data for pristine and irradiated films of NNO/STO, (b) Full range XRD 

data for pristine and irradiated films of NNO/LAO (c) Zoomed version of the XRD along (200) 

direction of STO, and (d) Zoomed version of the XRD along (200) direction of LAO. The XRD shows 

a peak broadening for the films irradiated at higher fluence. 

The full scan XRD shows that film is free from any impurity phase and the oriented growth is 

maintained even for films irradiated with the highest dose. Due to the close lattice mismatch of 

NdNiO3 (apc (Å) ~ 3.81) from STO (apc (Å) ~ 3.90), the films will experience a tensile strain. The growth 

direction (220)o of the films has been represented in orthorhombic notation which can also be 

interpreted as (002)pc in pseudocubic notation. The shift of the XRD peaks to the lower 2θ values 
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on irradiation shows that the out of plane lattice parameters experiences a expansion, which is 

consistent with earlier reports [3]. The ion irradiation is known to produce stress in the thin films 

[3]. The effect of a shift in the theta values to the lower values suggests that the film is under 

enormous stress state due to irradiation. In Figure 6.3, we show the XRD data for the pristine 

sample as well as for the one irradiated with different fluence. At this stage just from XRD data it 

is not clear whether the dynamics of the films are governed by the stress induced by the energy 

loss mechanism or a strong disorder induced by ion irradiation.  

To further collect the information about the structural evolution and the integrity of the NNO 

structure in the irradiated films, we have performed Raman spectroscopy as it is a local structure 

sensitive tool and can give information to what happens to the NiO6 octahedron that is at the core 

of the NNO structure. Theoretically, there are 24 Raman active modes that have been predicted 

for the structurally distorted oxides like NdNiO3. Experimentally only few Raman modes have 

been observed, our data is consistent with the earlier reports in the current spectral range [17-18]. 

The observed Eg and A1g Raman modes are related to the change in bond length and the rotation 

of oxygen octahedra respectively [17-18].  

Figure. 6.4 shows the Raman spectra for the pristine and irradiated films of NNO on LAO single 

crystal substrates. As can be seen that the Raman modes for the NNO, NNO1 and NNO2 films 

show similar Raman bands, however, the Raman bands get completely suppressed for the NNO3 

film that has atomic displacement ~2% and thus can be at the onset of amorphization. The Raman 

spectra thus suggest a change in crystallographic structure or surface amorphization for NNO3 

film [19]. In this film the basic integrity of the octahedra has been lost. As shown in Figure 6.3 

and Figure 6.4, the XRD data rule out the possibility of any change in crystallographic structure, 

hence the disappearance of Raman bands due to stress released by a disordered lattice gives a 

signature of surface amorphization for NNO3.  

The XRD and Raman data thus show that the films get progressively modified on SHI irradiation 

without undergoing any structural changes. Up to a fluence of 5x1014 ions/cm2 when the disorder 

is ~1%, the integrity of the NiO6 octahedra that decide the physical properties of these systems, 

are maintained.  
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Figure 6.4 Raman spectra for pristine and irradiated films of NNO/LAO. Due to the high 

background from STO substrate in Raman Spectroscopy, we have used NNO film grown on LaAlO3 

(LAO) for the Raman Spectroscopy to monitor the crystallinity of the samples after irradiation. 

The NNO/LAO films were irradiated with the same conditions as we used for NNO/STO. 

 

6.4 Resistivity as a function of temperature  
 

The electrical transport measurement was performed in all the films down to 3 K in a collinear 

four-probe configuration. In Figure 6.5 (a), we show the resistivity data for all the films.  

Resistivity data for pristine NNO film shows a change from negative temperature coefficient of 

resistivity (NTC) to a positive temperature coefficient of resistivity (PTC). The TMI ~ 180 K was 

identified as a change in the slope of the resistivity. To understand the nature of metallic regime 

(high temperature) with PTC in pristine film, the data were fitted with the equation given below 

                                          𝜌(𝑇) =  
𝜌∗(𝑇)𝜌𝑠𝑎𝑡 

(𝜌𝑠𝑎𝑡+𝜌∗(𝑇))
                         (6.1) 

where  𝜌∗  (𝑇) = 𝜌0 + 𝐵Tm and   𝜌𝑠𝑎𝑡  is a parallel high resistance when resistivity approaches the 

Mott-Ioffe-Regel limit (Use of this expression to analyze the metallic regime gas been discussed 
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before in Chapter 4). The exponent m is closed to 2 and shows the Fermi liquid behavior as 

expected for the nickelate films which experience tensile strain [20]. At high temperature the 

NNO1 and NNO2 may have NTC. In case of NNO1, the resistivity at high temperature is nearly 

independent of temperature and the temperature coefficient of resistivity (
1

𝜌

𝑑𝜌

𝑑𝑇 
) at room 

temperature is - 8.17 × 10−3/K. For NNO2, the resistivity has more developed NTC with 

temperature coefficient of resistivity is - 2.41 × 10−3/K. This behavior is what one expects in a 

bad metal with NTC. NNO1 appears to stand at the boundary of an NTC and PTC type metals.  

The RNiO3 are known to show the Mott variable range hopping in the insulating side (at low 

temperature), as at low temperature the hopping between two localized states is the mode of 

electrical transport [21, 22]. In our pristine film, the insulating side below 20 K follows the Mott 

variable range hopping relation (equation 6.2) and is consistent with the earlier results reported for 

the pristine NNO film. The values extracted from the fit shows 𝜎0M= 42.5 S/cm and T0 = 597 K. 

In the relation of variable range hopping, the T0 is related to the density of localized states [23, 

24]. The fit of the data has shown in Figure 6.5 (b). 

                                                 𝜎 =  𝜎0M𝑇−
1

4𝑒𝑥𝑝(− (
𝑇0

𝑇
)

1

4
)                           (6.2) 

 

Figure 6.5 (a) The resistivity data for NNO, NNO1, NNO2 and NNO3 films (Solid black line 

represent fit from the equation 6.1 mentioned in the main text) and (b) Fit to NNO below 20 K 

from equation 6.2. 
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We further show that for the pristine film (NNO), the quantity 𝑊 ≡
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
  diverges as temperature 

approaches zero  [25]. In Figure 6.6 (a), we show the diverging nature of  
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
 at low temperature 

for NNO film. The more details on the diverging/converging nature of  
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
 has given in chapter 

4 of this thesis. 

 

 

Figure 6.6 (a) 
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
 as a function of temperature at low temperature for NNO and (b) NNO1 films. 

The diverging nature of 
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
 for NNO is consistent with the Mott variable range hopping. 

Interestingly, in the irradiated films with the lowest disorder (NNO1) disorder, the resistivity at 

higher temperature (𝑇 > 𝑇𝑀𝐼, 𝑇𝑀𝐼 being the MIT temperature of the pristine film NNO) is similar 

to the pristine film and may be somewhat higher.  The MIT is severely suppressed if not absent 

and at lower temperature, absence of  MIT leads to a resistivity that is much less than the pristine 

film (NNO). This in itself is important because it is conventional wisdom that disordering by 

irradiation, in general, leads to increase of resistivity. In this case, however, the opposite has 

happened. The suppression of the resistivity and absence of a discernible 𝑇𝑀𝐼 can thus be 

interpreted as the central inference that disorder has indeed suppressed the correlation driven 

transition. We have plotted 𝑊 ≡
 𝑑𝑙𝑛𝜎

𝑑𝑙𝑛𝑇
  in Figure 6.6 (b) for NNO1. It shows that 𝑊 → 0 supporting 

the inference that a metallic state indeed has been obtained by disordering a Mott insulator. The 

result is important that it has been carried out by introducing disorder without changing the 

stoichiometry that often happens when disorder is introduced by substitution (see Chapter 4). 
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For NNO2, though the resistivity at higher temperature is higher than that of NNO, at lower 

temperature, the resistivity falls below that of NNO, although there is a clear upturn at 𝑇 < 75𝐾. 

Importantly at the lowest temperature, the conductivity (and hence resistivity) reaches a constant 

value with 𝑊 → 0, signifying existence of a metallic state although of very high resistivity. While 

the observation made on the high temperature side (𝑇 > 𝑇𝑀𝐼) has been reported previously for 

many systems on application of disorder [10, 11], the data on the low-temperature side is rather 

interesting and not been observed for the correlated electron system before. In particular, clear 

suppression of the insulating state and emergence of the metallic state by disorder is a new result. 

In particular, clear suppression of the insulating state and emergence of the metallic state by 

disorder is a new result. 

For NNO3 the level of the disorder being much high (2%), as shown by the Raman data the film 

has lost the integrity of the NiO6 octahedra and doesn’t show the Raman modes associated with it. 

In this film the resistivity becomes very high and the film becomes an insulator. Thus there is a 

small window of disorder that the correlation driven MIT is suppressed and the metallic state (bad 

metallic though it may be) is restored. At higher disorder (as in NNO3), the damage to the structure 

takes over restoring the insulating state but is not the insulating state that has been ushered in  NNO 

by correlation.  

The conductivity data for films NNO1 and NNO2 below 40 K follow the weak localization relation 

given below [24, 26]: 

           𝜎(𝑇) = 𝜎0 + 𝑘𝑇𝑝/2     (6.3) 

where the factor 𝑘 ≡
2𝑒2

𝜉ℎ𝜋2, e is the electronic charge and 𝜉(de-phasing length scale) is related to 

the Thouless length 𝐿𝑇𝐻 = 𝜉T−p/2. From the weak localization theory, when the interaction effect 

is weak  𝑝 ≈ 4 [26]. We show p/2 are 1.96 and 1.85 respectively for NNO/STO1 and NNO/STO2 

that matches fairly with the exponent suggested from weak localization theory. The fit of the data 

has shown in Figure 6.7 (a) and (b). The resistivity analysis of the NNO/STO1 and NNO/STO2 

thus suggest that the transport is dominated by the interference of the backscattered electrons. The 

fit to the low-temperature data has shown in Figure 6.7 (a) and (b). 

 



Chapter 6: Disorder induced signature of Anderson transition in a Mott system 

 

125 
 

 

Figure 6.7  Fit to Conductivity data at low temperature for the (a)  NNO1 and (b) NNO2 from 

equation 6.3. 

6.5 Discussion 

The effect of disorder produced by ion irradiation on different perovskite oxide systems has been 

investigated widely. It has been suggested that the disorder plays an important role in the transport 

properties and hence changes the nature of electrical transport completely. Below in Table 6.1, we 

give some of the results on different system and the observations made in order to put our 

observations in perspective. 

The results and observation on metallic LaNiO3 shows increase in resistivity as the disorder 

increases. Further, the highest disorderd film shows a change in resistivity by nearly four order 

[10]. Similar results were obtained by Wang and co-workers on metallic LaNiO3 and PrNiO3 that 

shows on increasing the disorder the resistivity increases [11]. At this stage it is clear that the 

backscattering of the electrons due to disorder leads to the correction of conductivity at low 

temperature as well as increase in the resistivity throughout the temperature range [26]. 

More recently such/similar observation has been made on epitaxial SrVO3 thin films on irradiation 

with 5 keV Helium ions [27]. While the studies on NdNiO3 system [3] show suppression of the 

TMI as well as resistivity in the whole temperature regime on increasing disorder [3]. At this stage 

it is not clear why the metallic state in the NdNiO3 shows suppression of resistivity on increasing 

the disorder. It may happen that the energy used for irradiation by Ag ions create different types of 

disorder like extended defects that can arise from higher electronic energy loss from 200 MeV 
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ions. In case of LaNiO3 and PrNiO3 films [11] the energy used is very low (6 keV) that leads to 

predominantly sputtering from surface rather than in-depth damage that happens when the ions 

penetrate the sample. In such case the surface-induced scattering from a sputtered surface and 

enhance resistivity. 

 

Table 6.1 Some observation seen for effect of irradiation-induced disorder on different 

perovskite oxide system 

System Source of Disorder Observation/Remark 

LaNiO3 films [10] 200 MeV Ag15+ ions Suppression of resistivity due to the ion 

irradiated films. 

NdNiO3 films [3] 200 MeV Ag15+ ions Stress generated due to irradiation decrease 

the TMI to lower temperature. 

LaNiO3 and 

PrNiO3 films [11] 

6 keV  He ions The ion-induced disorder driven the system 

from metallic to insulating regime. 

NdNiO3  films 

(present work) 

1 MeV Ar+ ions Enhancement of conductivity at lower 

temperature and suppression of 

conductivity at the higher temperature. 

 

The current question of this study is what happens to the temperature driven Mott transition that 

is driven by electron-electron correlation in presence of disorder. It may happen that the disorder 

created by the ion irradiation has a competition of stress generated (which changes the bandwidth 

and hence may stabilize TMI to lower temperature) and localized states created.  It has been shown 

for Sr3(Ir1-xRux)2O7 that introduction of disorder can lead to opening up of a gap with power-law 

nature in the system on Ru substitution [9]. In this study the substitution is the cause of the disorder 

given the small ionic size mismatch of Ir (200pm) and Ru (205pm).  The observation made by us 

has similarity with the observation above. The disorder leads to the enhancement of scattering in 

the metallic state (𝑇 > 𝑇𝑀𝐼) thus increasing the resistivity while the resistivity of insulating state 

is suppressed and shows a weak localization behavior. Khomskii suggested that the interplay of 

the electrons localization (due to correlation and due to disorder) doesn’t simply add up but 

counteract each other [8]. It may happen that electrons sitting at random potential in presence of 
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strong electron-electron repulsion can be kicked out from the random site and may facilitate 

metallic conductivity [8]. 

 

6.6 Conclusion 

 The ion irradiation can be used as a knob to introduce the disorder in a controlled way. 

 The NdNiO3 system which is known to show first-order correlation driven metal insulator 

transition, the insulating state can be suppressed on increasing the disorder and shows 

character of Anderson localization. 

 The tools like Scanning tunneling spectroscopy can be utilized as a tool to probe the density 

of states at the Fermi level. Such experiments will give a clear idea of gap opening up in 

the presence of disorder. 

 More theoretical work is required to understand the phenomenon of co-existence of 

Anderson and Mott transition together. 
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Chapter 7 Conclusions and Future directions 

7.1 Main observations of this thesis 

I. The results obtained in chapter 3 for NdNiO3 film grown on LaAlO3 single crystal 

substrate established that the metal insulator transition (MIT) shows phase separation in 

the nanoscopic scale (few tens of nanometers) and phase co-existence. The one phase 

(lower conductivity) has depletion in density of states (DOS) and another phase (higher 

conductivity) has no depletion in DOS. The phase co-existence actually start well above 

the metal insulator transition temperature (TMI) and the system becomes highly 

“inhomogeneous” electronically close to the transition temperature which leads to a large 

jump in the resistance fluctuation.  Such phase separation may be generic in nature and 

may associated with other strongly correlated systems that show a temperature-driven 

MIT. 

II. The results obtained in chapter 4 for Nd0.7La0.3NiO3 films grown on crystalline substrates 

of LaAlO3 (LAO), SrTiO3 (STO), and NdGaO3 (NGO) show how a combination of 

factors like strain, substrate symmetry, and disorder plays an important role in the 

transport properties and can change the nature of the MIT. The combination of these 

factors make substituted nickelates (Nd0.7La0.3NiO3) (that are known to exhibit first-order 

Mott type transition), undergo a continuous transition as seen in systems undergoing 

disorder/composition driven Anderson transition. We establish that a cross-over from a 

Positive Temperature Coefficient resistance regime to Negative Temperature Coefficient 

resistance regime at definite temperatures does not necessarily constitute an MIT.  

III. The results obtained in chapter 5 shows the electroresistance effect observed for the 

NdNiO3 film grown on the SrTiO3 (111) single crystal substrate. The resistivity 

measurement down to 10 K at different current shows suppression of resistivity by nearly 

an order without affecting the metal-insulator transition temperature. Our results show 

that Joule heating is unlikely the reason for the observed electroresistance effect. We 

discuss that the phase co-existence of the high temperature metallic and low-temperature 

insulating filaments that may lead to this observation.  
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IV. The results obtained in chapter 6 show that the introduction of disorder in a controlled 

way using swift heavy ion irradiation suppresses the correlation driven MIT in NdNiO3 

films and makes the systems looks like a heavily disordered metal governed by weak 

localization. The disorder (atomic displacement up to 2% of the total atoms) in the 

NdNiO3 films was created using 1 MeV Ar4+ ion irradiation. the pristine film shows an 

MIT at 180 K and consistent with the Mott type behavior of the MIT. At low temperature, 

such a film shows Variable Range Hopping (VRH) with conductivity σ→0 at T=0. For 

disorder, up to 1% of displaced atoms or lower the insulating state is suppressed and the 

system shows a weak localization behavior with σ≠0 at T=0. The  Raman spectroscopy 

as well as X-Ray studies show that these effects of Anderson transition and proximity to 

a disordered metallic state persist till the basic integrity of the NiO6 octahedra is 

preserved. 

7.2 Future directions 

 Using piezoelectric substrates to tune the TMI in rare earth nickelates and its implication on 

phase co-existence. 

 Understanding the role of substrate orientation on phase co-existence and it’s impact on 

magnetoresistance. 

 Understanding the nature of phase co-existence at the tri-critical point. Do the electronic 

and magnetic phase co-exist ? 

 More theoretical studies to understand phase co-existence in RNiO3. 
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Appendix A: Low-temperature structural study of Nd0.7La0.3NiO3 

nanoparticles 
 

Here, we show that the onset of resistivity in Nd0.7La0.3NiO3 nanoparticles doesn’t necessarily 

mean a metal-insulator transition which is accompanied by a structural change. The temperature 

dependent synchrotron XRD shows that there is no structural symmetry change down do 13 K. 

The Nd0.7La0.3NiO3 nanoparticles were prepared by the sol-gel process as described in chapter 2. 

Figure A shows the SEM image of the nanoparticles and inset shows the particle size distribution. 

The calculated average particle size was approximately 96 nm. However, a clear size distribution 

can be seen.  

 

Figure A SEM image of Nd0.7La0.3NiO3 nanoparticles, Inset shows particle size distribution. 

 

The Resistivity (𝜌) data was taken down to 3 K in a pulsed tube cryostat. The nanoparticles were 

pressed into a pellet and the data was taken for the heating cycle in a collinear four-probe method 

with a lock-in amplifier. The changeover of the sign 
𝑑𝜌

𝑑𝑇
= 0 is taken as the T*. In Figure A1, we 

show the resistivity and 
𝑑𝜌

𝑑𝑇
  data as a function of temperature. If the upturn in resistivity is 

considered as metal-insulator transition then one would accept a structural change at the low-

temperature region like other nickelates [1, 2]. To answer this we have performed a temperature 

dependent (13 K – 300 K) synchrotron XRD at KEK photon factory, Japan. 
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Figure A1 Resistivity and  
𝑑𝜌

𝑑𝑇
  as a function of temperature for Nd0.7La0.3NiO3 nanoparticles. 

The synchrotron XRD was performed at KEK Photon factory with beam energy 15.5 eV. Figure 

A2 shows the XRD pattern of Nd0.7La0.3NiO3 nanoparticles at 300 K and 13 K. It doesn’t show 

any significant difference for the XRD pattern collected at two different temperature. The obtained 

occupancy using Rietveld refinement shows that there is no oxygen vacancy in the samples. The 

characteristics splitting for any of the peaks from orthorhombic to monoclinic transition has not 

observed. The lattice parameters, bond angle and Ni-O bond length were obtained by Rietveld 

refinement using Full Proof analysis software with Pbnm space group. The obtained lattice 

parameters are in good agreement with the earlier reports. 

 

Figure A2 Synchrotron XRD pattern for the Nd0.7La0.3NiO3 nanoparticles at (a) 300 K & (b) 13 K. 
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A contraction of nearly 0.3%, 0.02% and 0.09% of lattice parameters can be seen in the lattice 

parameters a, b, and c respectively on lowering the temperature. Similarly, a change in the unit 

cell volume (∆𝑉/𝑉) of nearly 0.38% has been observed when the temperature has been lowered 

down to 13 K. Thus it has been shown that the onset of resistivity upturn is not associated with 

any structural changes. 

 

Table A: The lattice parameters at 300 K and 13 K 

Lattice Parameters  At 300 K At 13 K 

a 5.455 5.440 

b 5.378 5.377 

c 7.610 7.603 

 

1. G. Catalan, Phase Trans. 81, 729-749, (2008). 

2. M. L. Medarde, J. Phys.: Condens. Matter 9 1679 (1997).
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Appendix B: Reciprocal space mapping data for different nickelate 

films 
 

 

Figure B Reciprocal Space Mapping data for NdNiO3(NNO) film of thickness nearly 15 nm grown 

on SrTiO3 (STO)(100) substrate and STO (110) substrate along the (002)pc and (103)pc Bragg 

reflection. Here pc represents the pseudocubic notation. The films are highly oriented and partial 

strain relaxed. Colour code represent intensity. 

 

Figure B1 Reciprocal Space Mapping data for NdNiO3(NNO) film of thickness nearly 15 nm and 

60 nm grown on SrTiO3 (STO)(111) substrate and LaAlO3 (100) substrate along the (002)pc and 

(103)pc Bragg reflection. The films are highly oriented and partial strain relaxed. 
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Figure B2 Reciprocal Space Mapping data for Nd0.7La0.3NiO3(NLNO) film of thickness nearly 80 nm 

grown on  (a) LaAlO3 (LAO)(100) and (b) SrTiO3 (STO)(100) substrate along the (002)pc and (103)pc 

Bragg reflection. The films are highly oriented and partial strain relaxed. 
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Appendix C: Resistance as a function of current for NdNiO3 film 

grown on SrTiO3 (100) substrate 

Here we show the electroresistance data for nearly 14 nm thick NdNiO3 film grown on 

SrTiO3(100) single crystal substrate. The resistance as a function of temperature was taken down 

to 3 K for different current in a collinear four probe configuration. The observed effect of 

suppression in resistance without affecting the metal insulator transition temperature on high 

current bias is consistent with the electroresistance effect observed in chapter 5. In Figure C, we 

show the resistance data as a function of temperature at three different current. 

 

Figure C The resistance as a function of temperature for different current bias for nearly 14 nm 

NdNiO3 film grown on SrTiO3 (100) single crystal substrate. The metal insulator transition is 

unaffected while a suppression in resistance can be seen due to electroresistance effect. 

 


